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Preface

This IBM® Redbook focuses on the 4Gb end-to-end Fibre Channel (FC) SAN
solution for the IBM BladeCenter® in the small to mid-sized businesses (SMB)
and enterprise workgroup market.

In this IBM Redbook, we discuss the elements for constructing a BladeCenter
SAN environment. We talk about the supported FC daughter cards, FC switch
modules, external FC switches, and storage systems used in our lab
environment. These items were used to construct an OEM environment to
demonstrate the use of our storage vendor products and the interoperability of
the IBM BladeCenter FC switch modules.

This IBM Redbook discusses the prerequisites, the installation, and the
configuration of QLogic, McData, and Brocade switch modules in a
homogeneous environment, as well as heterogeneous environments.

The team that wrote this IBM Redbook

This IBM Redbook was produced by a team of specialists from around the world
working at the International Technical Support Organization, Poughkeepsie
Center.

Rufus Credle is a Certified Consulting IT Specialist at the ITSO, Raleigh Center.
In his role as project leader, he conducts residencies and develops Redbooks™
about network operating systems, ERP solutions, voice technology, high
availability and clustering solutions, Web application servers, pervasive
computing, and IBM and OEM e-business applications, all running on IBM
System x™ xSeries®, and IBM BladeCenter. Rufus' various positions during his
IBM career have included assignments in administration and asset management,
systems engineering, sales and marketing, and IT services. He holds a BS
degree in business management from Saint Augustine's College. Rufus has
been employed at IBM for 26 years.

Khalid Ansari is the Technical Team Lead for the IBM Blade Infrastructure
Solution Center team in Research Triangle Park, N.C. His responsibilities include
assisting BladeCenter pre-sale customers world-wide with new proof of concepts
and pilot testing. He has developed numerous technical documents and best
practices procedures for BladeCenter complex technology solutions. He was a
participant in developing the IBM Storage Networking Solutions V1 Certification.
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de.pdf), as well as QLogic’s Switch Interoperability Guide. These guides
illustrate how to build multivendor heterogeneous Fibre Channel Switched
Fabrics. Nikolaos has 12 years of computer and networking experience, including
time with Intel® and Gateway Computers. His career has given him extensive
knowledge of operating systems, networking technologies (LAN, WAN, and
SAN), and storage peripherals. His current areas of interest include Fibre
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performance computing using InfiniBand technology.
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spans and published numerous white papers and design guides focusing on
subjects from chip level design to boot from SAN. Prior to coming to QLogic,
Chris had successful careers in the networking and broadband fields as a
network systems consultant with Lucent Network Care division, formerly
International Network Services, and as a Field Applications Engineer with Xpeed
corporation. Chris began his professional career co-oping with the IBM Network
Hardware Division.
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Executive summary

This IBM Redbook provides you with solutions that incorporate the advanced
features of the IBM BladeCenter. These solutions address the most common
objectives of today's information technology (IT) departments for the small to
mid-sized businesses (SMB) and enterprise workgroup market.

Efficiency and managing the bottom line continue to serve as the paramount to
success. Your IT infrastructure is required to do more than ever before under
tighter budgets. Your IT needs to do it in less time, with less space. You need to
meet increasing user demands for greater availability and higher quality of
services. And you need to get it all done with a smaller and less-skilled staff. The
BladeCenter 4Gb SAN solution helps you address all of these issues.

The IBM BladeCenter 4Gb SAN solution offers new, powerful SAN technology
that brings further simplification and lower cost-of-ownership to the data center.
Strategic relationships with technology providers, such as Brocade, Cisco, EMC,
Emulex, McDATA, and QLogic, are providing customers with unparalleled
performance as they migrate to IBM BladeCenter.

You should understand the following about IBM BladeCenter SAN technology:

» IBM BladeCenter can help customers maximize server utilization with a wide
range of cost-effective scale-out solutions.

» With over 400 leading ISV applications for customers to choose from, IBM's
extensive network of Business Partners makes it easy for customers to meet
all their business and IT solution needs.

© Copyright IBM Corp. 2006. All rights reserved. 1
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» Because IBM BladeCenter is designed with open standards in mind, servers
can talk to servers that can talk to printers that can talk to storage, enabling
end-to-end integration.

» IBM BladeCenter is affordably priced and offers small and mid-sized
companies choice, outstanding performance, and revolutionary scalability to
help build a flexible IT environment.

» The IBM BladeCenter 4Gb SAN solution provide an infrastructure for:
Fully redundant storage connectivity

Resilient storage requirements - hot pluggable and swappable
Remote management

Remote boot

® 2 o T W

Homogeneous and heterogeneous operating environment

» The 4Gbps Fibre Channel technology will be rapidly deployed in
environments with streaming video on demand applications, medical facilities
that exchange imagery and data over long distances, and organizations that
require data mining and data warehousing, thus providing complete return on
investment.

If you are interested in deploying an IBM BladeCenter SAN solution, please

contact IBM Customer Service.

Resources can be found at the following IBM Web sites:

» IBM BladeCenter
http://www-03.ibm.com/systems/bladecenter/

» IBM BladeCenter Alliance Program
http://www-03.ibm.com/servers/eserver/bladecenter/alliance/

» |BM Storage for IBM BladeCenter

http://www-03.ibm.com/servers/eserver/bladecenter/storage/

IBM BladeCenter 4Gb SAN Solution
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IBM BladeCenter

In this chapter, we discuss the IBM BladeCenter and BladeCenter H chassis,
shown in Figure 2-1 on page 4. Both units offer an extended range of storage
and networking options integrated into the chassis to simplify infrastructure
complexity and manageability. As you continue to explore this IBM Redbook, you
will see that IBM delivers a wide range of easy-to-install, high-capacity, tested
storage products that will meet your demanding business needs.

© Copyright IBM Corp. 2006. All rights reserved.
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IBM BladeCenter H

IBM BladeCenter

Figure 2-1 IBM BladeCenter models
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2.1 IBM BladeCenter

The BladeCenter provides the greatest density and common fabric support and
is the lowest entry cost option. The other two members of the family, BladeCenter
T and BladeCenter H, provide additional flexibility for difficult environmental
needs and greater performance levels. All three chassis share a common set of
blades and switches. For our SAN discussion, we will focus only the BladeCenter
and BladeCenter H chassis.

The IBM BladeCenter include the following features:

» Rack-optimized, 7 U modular design enclosure for up to 14 hot-swap HS20,
HS21, JS20, JS21, or LS20 blades and up to seven HS40 blades

» High-availability mid-plane that supports hot-swap of individual blades

» Two 2,000-watt, hot-swap power modules and support for two optional
2,000-watt power modules; redundancy and power for robust configurations

» Two hot-swap blowers

» A new Advanced Management Module (AMM) gives you control over the
solutions at the chassis level, simplifying installation and management of
everything in your installation

» Support for up to four network or storage switches or pass-through modules

» Light path diagnostic panel with DVD, diskette drive, and USB port

» IBM Director and Remote Deployment Manager for easy installation and
management

For a complete look at the IBM BladeCenter chassis, visit this Web site:

http://www-306.1ibm.com/common/ssi/rep_ca/7/897/ENUS106-117/ENUS106-117.
PDF

2.2 IBM BladeCenter H

The BladeCenter H Chassis is slightly larger than the IBM BladeCenter. It is
designed to support new high-speed fabrics and future Ethernet and InfiniBand
technology. The BladeCenter H supports up to 10 switch modules.

The IBM BladeCenter H include the following features:

» The rack-optimized, 9 U modular design enclosure holds up to 14 blade
servers.

Chapter 2. IBM BladeCenter 5
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» A high-availability, redundant midplane supports all current and future IBM
blades.

» The chassis includes:

— Two 2,900-watt, hot-swap, redundant power modules and support for two
additional (optional) 2,900-watt, hot-swap, redundant power modules

— Two hot-swap, redundant blowers and 6 or 12 supplemental fans

» The brand new Advanced Management Module (AMM) gives you control over
the solutions at the chassis level, simplifying installation and management of
everything in your installation.

» The chassis supports up to four traditional fabrics using networking switches,
storage switches, or pass-through devices. The chassis also supports up to
four new high-speed fabrics for future support of protocols like 4X Infiniband
or 10 Gb Ethernet. The built-in media tray is client serviceable and includes
light path diagnostics, front USB inputs, and a DVD drive.

» IBM Director and Remote Deployment Manager makes it easy to install and
manage.

The blades servers supported by this new BladeCenter Chassis are:

» BladeCenter HS20, BladeCenter HS21, and BladeCenter HS40

» AMD Opteron LS20 for IBM BladeCenter

» BladeCenter JS20, BladeCenter JS21

These blades feature Xeon® DP, Xeon MP, PowerPC®, and Opteron capable
models.

For a complete look at the IBM BladeCenter H chassis, visit this Web site:

http://www-306.1ibm.com/common/ssi/rep_ca/1/897/ENUS106-161/ENUS106-161.
PDF

2.3 The IBM ServerProven Program

6

The IBM ServerProven® Program is based on this simple idea: Give customers
the confidence that all parts of their solution hardware, software, and middleware
installs quickly, start up easily, and runs reliably. When you see the ServerProven
emblem, you will know that the software application you are looking for is part of
a complete business solution that has been identified, validated, optimized, and
documented to run reliably on IBM servers.

IBM BladeCenter 4Gb SAN Solution
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The ServerProven program helps you easily identify a business application that
has been validated on IBM servers. This includes non-IBM hardware devices,
operating systems, and middleware, such as databases and systems
management software and popular applications.

Therefore, take a minute to visit the IBM ServerProven Program Web site as you
plan to implement your business solution on either IBM BladeCenter or
BladeCenter H:

http://www-03.1ibm.com/servers/eserver/serverproven/compat/us/

Chapter 2. IBM BladeCenter 7
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Elements of the IBM
BladeCenter 4Gb SAN

solution

This chapter discusses the elements to help you implement a successful
BladeCenter SAN business solution.

© Copyright IBM Corp. 2006. All rights reserved.



3.1 Fibre Channel 4Gb expansion cards

In this section, we review the supported 4Gb Fibre Channel expansion cards for
the IBM BladeCenter.

3.1.1 QLogic 4Gb Standard and Small Form-Factor (SFF) Fibre
Channel Expansion Cards for IBM BladeCenter

10

The QLogic 4Gb Fibre Channel expansion cards provide a higher bandwidth
connection between BladeCenter server blades and SAN switches. These 4Gb
expansion cards allow for a true end-to-end 4Gb Fibre Channel blade server to
SAN solution. Both expansion cards are built with QLogic ISP2422 4Gb Fibre
Channel dual port ASIC.

Available in two form factors, the SFF expansion card allows two drives and a
card to coexist on the same blade server. The SFF adapter is available for the
8843 and 8850 Blade Servers.

The 4Gb adapter provides the ability to boot from a SAN attached drive on Intel,
AMD Opteron, and PowerPC based blade servers. The firmware contained on
the adapter is a multi-boot option ROM that consists of BIOS, Fcode, and
Firmware for the ISP2422 ASIC. The BIOS software is used on the HS20, HS40,
and LS20 blades to enable the Ctrl-Q utility available during initial boot up of the
Blade. Open Firmware Fcode is used with the JS20 Blade family to provide
remote boot capabilities

Expansion card features:

» The Boot from SAN capabilities within the FC expansion card minimizes
server downtime and simplifies data backup and recovery processes, thus
lowering TCO by completely separating the server from the storage.

» The 2-port PCI-X adapter provides a redundant connection via two
independent FC channels from each server blade to the SAN fabric.

» Includes QLogic SANsurfer Management Suite that is used to manage both
the FC expansion card and QLogic FC switch module for easy configuration
and management of the SAN through a single management interface.

» Supports host-attachment to 2 and 4Gbs BladeCenter Fibre Channel Switch
Modules. This includes all QLogic, McDATA, and Brocade switch modules.

Table 3-1 on page 11 shows the product and order information for these cards.
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Table 3-1 Product and order information

Fibre Channel Expansion Card

Description Order number
QLogic 4Gb Standard Fibre Channel Expansion Card 26R0884
QLogic 4Gb Standard and Small Form-Factor (SFF) 26R0890

The BladeCenter switch module options shown in Table 3-2 are supported by this

expansion card.

Table 3-2 Supported switch modules

Option parti#

Product name

Speed support

Pass-through

32R1904/26R0081 QLogic 4Gb Fibre Channel | 2 Gb, 4 Gb
Switch Modules

32R1905/32R1833 McDATA 4Gb Fibre 2 Gb, 4 Gb
Channel Switch Modules

32R1812/32R1813 Brocade 4Gb SAN Switch | 2 Gb, 4 Gb
Modules

48P7062 IBM BladeCenter 2-Port 2Gb
Fibre Channel Switch
Module

26K6477 QLogic 6-Port Enterprise 2Gb
Fibre Channel Switch
Module

32R1790 McDATA 6-Port Fibre 2 Gb
Channel Switch Module

26K5601 Brocade Entry SAN Switch | 2 Gb
Module

90P1065 Brocade Enterprise SAN 2Gb
Switch Module

02R9080 IBM BladeCenter Optical 2Gb

Chapter 3. Elements of the IBM BladeCenter 4Gb SAN solution
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The BladeCenter platforms shown in Table 3-3 are supported by this expansion
card.

Table 3-3 Supported BladeCenter platforms

IBM BladeCenter Machine type
HS20 8843
HS20 8678 (std HBA)
HS20 8832 (std HBA)
HS20 7981
HS21 8853
LS20 8850
JS21 8844
BladeCenter 8677
BladeCenter T 8720
BladeCenter T 8730
BladeCenter H 8852

Driver update disks

Refer to the IBM BladeCenter Support Web site to download files and for
installation instructions.

The Fibre Channel Expansion Card Signed device driver for Microsoft®
Windows® 2000 and Windows Server® 2003 - BladeCenter HS20, HS40 and
LS20 can be found at:

http://www-307.1ibm.com/pc/support/site.wss/document.do?ndocid=MIGR-532
95

The 4Gb Linux® Driver Update Disks for SAN boot can also be located at this
Web site.

3.1.2 Emulex 4Gb SFF Fibre Channel Expansion Card

12

The Emulex 4Gb SFF Fibre Channel Expansion Card available for IBM
BladeCenter is an addition to the family of IBM BladeCenter expansion cards that
deliver a higher bandwidth connection between BladeCenter server blades and
SAN switches, and allows for a true end-to-end 4Gb Fibre Channel blade server
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to a storage area network (SAN) solution. It is built based on the Emulex Helios
Fibre Channel controller.

The Emulex 4Gb 2-port SFF Fibre Channel Expansion Card is the latest Fibre
Channel expansion card option for the BladeCenter.

Expansion card features:
» Universal boot provides multi-platform support for remote.

» Firmware-based architecture enables host bus adapters (HBAs) to be
updated with new features and functionality, maintaining investment value.

» Includes Emulex HBAnyware management suite, which provides discovery,
reporting, and management of local and remote HBAs.

» Sophisticated management capabilities, such as remote firmware upgrades
and advanced diagnostics, are possible from a single console anywhere in
the SAN.

Each server blade can be installed with one or more expansion cards to provide
redundant connections to the switch modules within BladeCenter. The routing of
the expansion card's two ports occurs through the BladeCenter's midplane to the
switch modules. One port from the expansion card is wired via the midplane to
one switch module bay, while the other port is wired to a second switch module
bay to provide redundancy against a single point of failure. The expansion card
provides support for 1Gb, 2Gb, and 4Gb data rates.

Table 3-4 shows the product and order information for this card.

Table 3-4 Product and order information

Description Order Number EAN Number

Emulex 4Gb SFF Fibre 39Y9186 50-50689 for BladeCenter
Channel Expansion Card

For more information regarding the Emulex technology, visit the following Web
site:

http://www.emulex.com/
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Table 3-5 shows the BladeCenter switch module options supported by this
expansion card.

Table 3-5 Supported switch modules

Option part# Product name Speed support

32R1904/26R0081 QLogic 4Gb Fibre Channel Switch | 2 Gb, 4 Gb
Modules

32R1905/32R1833 McDATA 4Gb Fibre Channel Switch | 2 Gb, 4 Gb
Modules

32R1812/32R1813 Brocade 4Gb SAN Switch Modules | 2 Gb, 4 Gb

48P7062 IBM BladeCenter 2-Port Fibre 2Gb
Channel Switch Module

26K6477 QLogic 6-Port Enterprise Fibre 2Gb
Channel Switch Module

32R1790 McDATA 6-Port Fibre Channel 2Gb
Switch Module

26K5601 Brocade Entry SAN Switch Module | 2 Gb

90P1065 Brocade Enterprise SAN Switch 2Gb
Module

02R9080 IBM BladeCenter Optical 2Gb

Pass-through

The BladeCenter platforms shown in Table 3-6 are supported by this expansion
card.

Table 3-6 Supported BladeCenter platforms

IBM BladeCenter Machine type
HS20 8843
HS20 7981
HS21 8853
LS20 8850
JS21 8844
BladeCenter 8677
BladeCenter T 8720
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IBM BladeCenter

Machine type

BladeCenter T

8730

BladeCenter H

8852

Driver update disks

Refer to the IBM BladeCenter support Web site to download files and for

installation instructions:

http://www-307.ibm.com/pc/support/site.wss/document.do?1ndocid=MIGR-630
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3.2 Integrated Fibre Channel switch modules

In this section, we discussed the supported integrated Fibre Channel switch
modules for the IBM BladeCenter and BladeCenter H.

3.2.1 Brocade 10-Port and 20-Port 4Gb SAN Switch Module

The Brocade 4Gb SAN switch modules enable and enhance BladeCenter SAN

infrastructures by building end-to-end 4Gb Fibre Channel SAN solutions with

numerous advanced features to enhance the security, performance, availability,

and management. The Brocade switch modules seamlessly integrate an IBM
BladeCenter chassis into any Brocade SAN fabrics.

The 10-port switch module allows connection for up to seven internal blade

servers and three external ports while the 20-port switch module allows

connection to all 14 internal ports and six external ports. The 10-port switch
module is upgradeable to the 20-port version with a simple pay-as-you-grow

scalability via a license key.

Table 3-7 shows the product and order information for these modules.

Table 3-7 Product and order information

Description Order number
Brocade 10-Port 4Gb SAN Switch Module 32R1813
Brocade 20-Port 4Gb SAN Switch Module 32R1812
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Figure 3-1 shows the Brocade 10-Port and 20-Port 4Gb SAN Switch Module.

Figure 3-1 Brocade 10-Port and 20-Port 4Gb SAN Switch Module

Features

>

Ports on Demand (POD) scaling from 10 to 20 ports on a pay-as-you-grow
basis

— Ports 0, 1-7, 15, and 16 are activated by default on the 10 Port Module.

— Ports 8-14, 17-19 activated with a 10 Port Upgrade license for the 10 Port
Module.

— Ports 0-19 are activated by default on the 20 Port Module.
14 internal ports (ports 1 to 14) connect to IBM BladeCenter server blades

— Auto-sensing at 2 Gbps or 4 Gbps and server blades log into the switch as
F-ports (requires optional Fibre Channel Expansion Card installed on
server blade).

Six external ports (ports 0, 15, 16, 17, 18, and 19)

— Connect to existing Fibre Channel SAN switches, other Brocade FC
Switch modules, or directly to Fibre Channel Storage devices.

— Auto-negotiate link speed (1Gbps, 2Gbps, or 4Gbps).
— U-port initialization (E-port, F-port, or FL-port).
— Can form up to two 12 Gbps ISL Trunks (requires ISL Trunking license).

— Dynamic Path Selection (DPS) for improved load balancing the 24 Gbps of
available external bandwidth between the two ISL Trunk groups.

Two internal full-duplex 100Mbps Ethernet interfaces, terminated at a single
MAC

Hot code activation
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» Frame-filtering technology that enables Advanced Zoning and Advanced
Performance Monitoring capabilities

» Integrated security features, including SSH (secure shell), SSL/HTTPS,
Radius Support, SNMPV3, Audit Logging, and Role Based Access Control
(RBAC)

» Redundant power and cooling provided by IBM BladeCenter chassis

Standard and optional features

The Brocade 4Gb FC Switch Module is based on the Brocade Fabric Operating
System (Fabric OS) Version 5.0.x. As with all Brocade products, the switch
module is backward and forward compatible with the entire Brocade SilkWorm
product family, including the IBM TotalStorage® b-type SAN switches and
directors that are built on Brocade technology. As a member of the Brocade
product line, the switch module offers numerous advanced features and
functionality that typically are offered only on more expensive director products,
such as:

» Advanced Web Tools (standard) provide a graphical interface that enables
you to monitor and manage individual switches and ports from a standard
workstation using a browser.

» Brocade Advanced Zoning (standard) ensures secure device connectivity
through either domain/port or World Wide Node Name zoning enforced
through hardware.

» Brocade 10-Port Upgrade (optional license feature 32R1822) upgrades the
Brocade 10-port FC switch module to a 20-port module by nondisruptively
adding 10 additional ports.

» Brocade Advanced Performance Monitoring (optional license feature
26K5612) allows very granular performance monitoring capabilities that
include specific initiator-to-target traffic, SCSI Reads and Write per second,
and CRC error tracking.

» Brocade ISL Trunking (optional license feature 26K5607) enhances SAN
performance, increases availability, and simplifies management by creating
up to two 12 Gb trunks to the external SAN that provide granular frame-level
load balancing.

» Brocade Performance Bundle (optional license feature 26K5605) includes ISL
Trunking and Advanced Performance Monitoring.

» Brocade Dynamic Path Selection (standard) also enhances performance by
performing exchange-level load balancing across the ISL Trunks. ISL
Trunking and DPS together ensure a balanced 24 Gb bandwidth to external
SAN.
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» Brocade Fabric Watch (optional license feature 32R1855) enhances SAN
management and availability through client configurable monitors of critical
security, statistics, and performance parameters, and sending alarms to the
administrator to proactively catch potential problems.

» Brocade Extended Fabric (optional license feature 26K5613), when used with
link extenders, enhances IBM Business Continuity solutions by allowing full
FC bandwidth across extended distances up to 230 km.

» Brocade Advanced SAN Security (optional license feature 26K5617) provides
flexible security and policy administration that protect data from unauthorized
access and corruption, thus helping organizations meet specific security
requirements.

» Brocade Fabric Manager 5.0 (software product sold separately) is a graphical
interface for monitoring and managing numerous IBM BladeCenters in
multiple fabrics comprised of Brocade switches from a standard workstation.
The GUI simplifies task administration at the fabric, switch, and port levels in a
medium-to-large size Brocade SAN environment.

For more information regarding integrated Fibre Channel switches for
BladeCenter, visit the following Web site:

http://www-03.ibm.com/systems/bladecenter/switch/switch_fibrechannel ov
erview.html

3.2.2 McDATA 10-Port and 20-Port 4Gb Fibre Channel Switch Module

18

The McDATA 10-port and 20-port 4Gb Fibre Channel switches enable
high-performing end-to-end SAN solutions using 4 Gbps Fibre Channel
Technology. The McDATA switch modules provide a seamless integration of
BladeCenter into McDATA Native SAN fabrics. The switches provide centralized
McDATA management in McDATA fabrics and deliver McDATA-capable fabric
services.

Available in two configurations, the 10-port switch provides the ability to connect
up to seven internal blade server ports, and three external ports, while the
20-port switch provides all internal 14 ports and six external ports. The 10-port
switch delivers pay-as-you-grow scalability via a license key update allowing all
20-ports to become active.

Table 3-8 on page 19 shows the description and order number for these
modules.
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Table 3-8 Product and order information

Description Order Number
McData 10-port 4Gb Fibre Channel Switch Module for 32R1905
IBM eServer™ BladeCenter

McData 20-port 4Gb Fibre Channel Switch Module for 32R1833

IBM eServer BladeCenter

Figure 3-2 shows the McDATA 10-Port and 20-Port Fibre Channel Switch
Module.

Figure 3-2 McDATA 10-Port and 20-Port Fibre Channel Switch Module

Switch features

>

The 10-port model has seven internal auto-sensing 2/4Gb F-Ports and three
external auto-sensing 1/2/4Gb E/F/FL ports (upgradeable to 20 ports with
10-port upgrade).

The 20-port model has 14 internal auto-sensing 2/4Gb F-Ports and six
external auto-sensing 1/2/4Gb E/F/FL ports.

Includes McDATA SANBrowser Web application

Supports McDATA equivalent HotCAT functionality, allowing firmware to be
downloaded and activated while the fabric switch remains operational.

Supports optional McDATA SANtegrity Security Suite software via a license
key upgrade.

Supported with QLogic 2Gb and 4Gb BladeCenter Fibre Channel expansion
cards.

Chapter 3. Elements of the IBM BladeCenter 4Gb SAN solution 19




For more information regarding integrated Fibre Channel switches for
BladeCenter, visit the following Web site:

http://www-03.ibm.com/systems/bladecenter/switch/switch_fibrechannel overview.h
tml

Standard and optional features
The following is a list of optional features for the switch module:

» McDATA SANtegrity Enhanced Activation (32R1797)
» QLogic/McDATA 10-port Upgrade (PN 32R1912)

3.2.3 QLogic 10-Port and 20-Port 4Gb Fibre Channel Switch Module

The QLogic 10-port and 20-port 4Gb Fibre Channel switch modules enable
high-performing end-to-end SAN solutions using 4Gb Fibre Channel Technology.
These standards-based switches are affordable 4Gb Fibre Channel Switch
modules providing interoperability with FC-SW-2 and FC-SW-3 compliant SANs.
Available in two configurations, the 10-port switch provides the ability to connect
up to seven internal blade server ports, and three external ports, while the
20-port switch provides all 14 internal ports and six external ports. The 10-port
switch delivers pay-as-you-grow scalability via a license key upgrade, allowing all
20-ports to become active.

Table 3-9 shows the product and order information for these modules.

Table 3-9 Product and order information

Description Order number

QLogic 10-port 4Gb Fibre Channel Switch Module for 32R1904
IBM eServer BladeCenter

QLogic 20-port 4Gb Fibre Channel Switch Module for 26R0881
IBM eServer BladeCenter

Figure 3-3 on page 21 shows the QLogic 10-Port and 20-Port 4Gb Fibre Channel
Switch Modules.
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Figure 3-3 QLogic 10-Port & 20-Port Gb Fibre Channel Switch Module

Switch features

>

The 10-port model has seven internal auto-sensing 2/4Gb F-Ports and three
external auto-sensing 1/2/4Gb E/F/FL ports (upgradeable to 20 ports with
10-port upgrade).

The 20-port model has 14 internal auto-sensing 2/4Gb F-Ports and six
external auto-sensing 1/2/4Gb E/F/FL ports.

Using FC SW-2 and FC SW-3 standards, this switch interoperates with other
major SAN switch manufactures, such as Cisco and McDATA.

Includes QLogic SANsurfer Management Suite for configuration and
management of the SAN.

Supports McDATA Mode Firmware Upgrade via an optional license key to
provide seamless integration into McDATA fabrics.
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Note: There are two operational modes for McDATA switches and
directors: Open Fabric Mode and McDATA Fabric Mode.

McDATA Mode was developed prior to the existence of the FC-SW-2
standard allowing McDATA Switches. In McDATA Fabric Mode, the user
can utilize a default zone set where any node in the fabric can see any
other node in the fabric without initiating specific zones. Also, the user can
perform zoning on a port number and a domain number basis instead of
using worldwide port names.

Open Fabric Mode was introduced to allow McDATA devices to openly
operate according to the rules ratified under the FC-SW-2 standard. In
Open Fabric Mode, Default Zone Set and zoning by Domain number and
port number are no longer enforced.

New switching devices to be seamlessly added to an existing McDATA
fabric running in McDATA Fabric Mode or in Open Fabric Mode, as long as
the setting of the switch being introduced match the operational mode of
the existing fabric. Please be sure to check the operational mode of your
existing fabric prior to introducing your new BladeCenter to the fabric.

» Supported with QLogic 2Gb and 4Gb BladeCenter Fibre Channel expansion
cards

For more information regarding integrated Fibre Channel switches for
BladeCenter, visit the following Web site:

http://www-03.ibm.com/systems/bladecenter/switch/switch_fibrechannel ov
erview.html

Optional features
The following is a list of optional features for the switch module:

» QLogic/McDATA 10-port Upgrade (PN 32R1912)
» McDATA Mode Firmware Key Upgrade (PN 32R1795)
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3.3 External Fibre Channel SAN switches

In this section, we discuss some of the supported external Fibre Channel SAN
switches we used during the implementation of the SAN environments
mentioned in this IBM Redbook.

3.3.1 IBM System Storage SAN10Q

The 4Gb 10-port FC switch is a low cost, easy to use switch that extends 4Gb FC
SAN connectivity in the SMB market. It offers both fabric and public loop modes
of operation. This new 4Gb 10-Port Fibre Channel (FC) SAN switch option helps
you meet the challenge of managing mission-critical data in a expanding,
network environment.

With a small form factor of only 0.9 kg (2 Ibs) and 1U deep, the IBM System
Storage™ SAN10Q is a true spacesaver requiring only one-half a rack slot. This
means two Fibre Channel switches can be racked in a single slot for a total of 20
ports. All ports are autodiscovering and self-configuring, which helps allow
maximum port density and power with a minimum investment.

Highlights of this switch module are:

» Small and capable 1U 4 Gbps 10-port half-width rack.

» Flexible rackable or stand-alone form factor.

» Designed to improve manageability: No wait routing helps maximize
performance independent of data traffic.

» Simple to use: Auto-sensing, self-configurating ports.

» Logical choice: Intuitive and affordable migration from direct attached storage
to SAN.

» Complete package: SANsurfer Express software helps simplify switch
installation, managing and fabric scaling.

Figure 3-4 shows the IBM System Storage SAN10Q switch.

Figure 3-4 IBM System Storage SAN10Q
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The IBM System Storage SAN10Q (type/model 6918-10X) offers:

» Fabric port speed: 4 Gbps, full-duplex, autonegotiating for compatibility with
existing 2 Gbps and 1 Gbps devices

» Fabric latency: Fabric Point-to-Point Bandwidth: Up to 848 MBps full duplex
per port

» Fabric Aggregate Bandwidth: Single chassis: Up to 80 Gbps (full duplex)
end-to-end

» Maximum frame sizes: 2148 bytes (2112 byte payload)

» Per-port buffering: ASIC-embedded memory (nonshared) and 8-credit zero
wait for each port

Table 3-10 shows the product information for the switch and rack kit.

Table 3-10 Product information

Description Machine Model Number
IBM System Storage SAN10Q 6918 10X 691810X
IBM SAN10Q Rack Kit 39R6523

For more information, please visit the following Web site:
http://www-03.ibm.com/servers/storage/san/q_type/sanl0q/

3.3.2 QLogic SANbox 5600 Stackable Switch

24

The SANbox 5600 series of stackable switches delivers the seamless scalability
and performance of a chassis switch, in an easy-to-manage, pay-as-you-grow
solution. With sixteen 4Gb ports plus a four-pack of high-speed 10Gb ISL ports,
and entry as low as eight ports with 4-port software-keyed increments and
included graphical user interface (GUI) wizards, each SANbox 5600 stackable
switch provides maximum flexibility for configuring, managing, and scaling SANs.

It is available in two power supply configurations: single integrated (SB5600) and
dual hot-swappable (SB5602). For our example, see 7.2, “QLogic Fibre Channel
Switch 5602 setup and configuration” on page 171.

Figure 3-5 on page 25 shows the switch.
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Figure 3-5 SANbox 5600 Stackable Switch

The SANbox 5600 Stackable Switch provides the following:

>

>

| 2

8, 12, or 16 auto detecting 4Gb/2Gb/1Gb device ports

Four 10Gb ports for high speed stacking links

4-port 4Gb/2Gb/1Gb or 10Gb field upgrade licenses are available
Stacking of up to four units for 64 available user ports
Non-Disruptive Code Load and Activation (NDCLA)

Single and dual hot-swap power supply configurations available

Configuration, Zoning, and Extended Distance wizards to simplify switch
installation and fabric scaling

Interoperable with all FC-SW-2 compliant Fibre Channel switches
Full-fabric, public-loop, or switch-to-switch connectivity on 4Gb ports
Full-fabric or switch-to-switch connectivity on 10Gb ports
Auto-sensing, self-configuring ports

Fabric Tracker tool for fabric-wide snapshots and detection of configuration
changes

Non-blocking full-bandwidth architecture
I/O StreamGuard for RSCN suppression

No-Wait routing: Guaranteed maximum performance independent of data
traffic

Industry's lowest latency for maximum performance

SFP (small form-factor pluggable) connectivity: 16 front ports ina 1U
full-width rack form-factor

SANsurfer Switch Manager open management system: Designed for
seamless operation with higher level third-party management applications

In-band, out-of-band, Telnet and SNMP management access
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» ASIC-embedded memory: Faster, more scalable, and more reliable than
shared memory architecture

3.3.3 McDATA Sphereon 4400 Switch

The McDATA Sphereon 4400 is an 8- to- 16 port switch that delivers
enterprise-level features with an entry-level price. It starts from a base of eight
ports and grows in 4-port increments using McDATA's FlexPort technology. A
full-featured Fibre Channel switch in a half-rack width configuration, the 4400 is
designed to provide high performance with 4 Gbps non-blocking bandwidth on
every port with the ability to auto-negotiate to 2 Gbps and 1 Gbps to protect
existing investments.

Figure 3-6 shows the switch.

Figure 3-6 McDATA Sphereon 4400 Switch

The McDATA Sphereon 4400 offers the following:

» FlexPort connectivity-on-demand: Allows for affordable and nondisruptive
additions to port capacity.

» HotCAT (Hot Code Activation Technology): Provides nondisruptive loading
and activation of code upgrades and feature enhancements.

» EFCM Basic (formerly SANpilot) software: Offers an integrated,
browser-based management tool for easy, intuitive control of Sphereon
switches and small fabrics.

» Integration with the industry's broadest array of management applications,
including Enterprise Fabric Connectivity Manager (EFCM).

» SANtegrity Security Suite software helps customers to protect data and
securely manage access to their SANs.
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3.3.4 IBM TotalStorage SAN32B-2 FC Switch (SilkWorm 4100)

The IBM TotalStorage SAN32B-2 (equivalent to the Brocade SilkWorm 4100) is a
high-performance, high-availability Fibre Channel switch designed for rapidly
growing storage requirements in mission-critical environments. With a flexible
architecture that supports 1, 2, and 4 Gbps technology with 16, 24, or 32 ports in
a 1U package, the SAN32B-2 provides excellent value at an affordable price
point. As a result, even small organizations can achieve the levels of
performance and availability typically available only to larger enterprises. These
capabilities help make the SAN32B-2 ideal for branch offices and departments in
large enterprises as well as for midsized organizations. It can be used as the
foundation of small, stand-alone SANs or as an edge switch in larger
core-to-edge SAN infrastructures for enterprise-class applications, such as ERP,
MRP, data warehousing, billing, and e-mail.

Figure 3-7 shows the switch.

Figure 3-7 IBM TotalStorage SAN32B-2 FC Switch (SilkWorm 4100)

Highlights:

» Protects existing investments by providing 4 Gbps technology with
auto-sensing capabilities to support earlier 1 and 2 Gbps devices

» Supports full 4 Gbps operations at distances up to 100 kilometers (or 500
kilometers at 1 Gbps) for cost-effective business continuance

» Increases network performance with enhanced Brocade Inter-Switch Link
(ISL) Trunking, which enables a high speed data path up to 32 Gbps

» Utilizes Ports on Demand for fast, easy, and cost-effective scalability from 16
to 32 ports in 8-port increments

» Meets high-availability requirements with redundant, hot-pluggable
components, and nondisruptive software

» Leverages intelligent Brocade SAN management and monitoring tools to
increase operational efficiency and maximize SAN investments

For our example, see 5.4, “IBM TotalStorage SAN32B-2 Switch setup and
configuration” on page 76.
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Standard and optional features

As with the 4Gb SAN Switch Module, the SAN32B is based on the Brocade
Fabric Operating System (Fabric OS) Version 5.0.x. and backward and forward
compatible with the entire Brocade SilkWorm product family. The SAN32B offers
the following advanced features and functionality:

>

Advanced Web Tools (standard) provide a graphical interface that enables
you to monitor and manage individual switches and ports from a standard
workstation using a browser.

Brocade Advanced Zoning (standard) ensures secure device connectivity
through either domain/port or World Wide Node Name zoning enforced
through hardware.

Brocade 8 and 16-Port Upgrade (optional license feature FC7510/7513)
nondisruptively adds eight or 16 additional ports to SAN32B.

Brocade Advanced Performance Monitoring (optional license feature
FC7556) allows very granular performance monitoring capabilities that
include specific initiator-to-target traffic, SCSI Reads and Write per second,
and CRC error tracking.

Brocade ISL Trunking (optional license feature FC7557) enhances SAN
performance, increases availability, and simplifies management by creating
up to two 12 Gb trunks to the external SAN that provide granular frame-level
load balancing.

Brocade Performance Bundle (optional license feature FC7555) includes ISL
Trunking and Advanced Performance Monitoring.

Brocade Dynamic Path Selection (standard) also enhances performance by
performing exchange-level load balancing across the ISL Trunks. ISL
Trunking and DPS together ensure a balanced 24 Gb bandwidth to external
SAN.

Brocade Fabric Watch (standard) enhances SAN management and
availability through client configurable monitors of critical security, statistics
and performance parameters, and sending alarms to administrator to
proactively catch potential problems.

Brocade Extended Fabric (optional license feature FC7553) when used with
link extenders, enhances IBM Business Continuity solutions by allowing full
FC bandwidth across extended distances up to 230 km.

Brocade Advanced SAN Security (optional license feature FC7554) provides
flexible security and policy administration that protect data from unauthorized
access and corruption, thus helping organizations meet specific security
requirements.

Brocade Fabric Manager 5.0 (software product sold separately) is a graphical
interface for monitoring and managing multiple fabrics comprised of Brocade
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switches from a standard workstation. The GUI simplifies task administration
at the fabric, switch, and port levels in a medium-to-large size Brocade SAN
environment.

More information regarding this product can be viewed at the following Web site:

ftp://ftp.software.ibm.com/common/ssi/rep_sp/n/TSD00742USEN/TSD00742USE
N.PDF

3.4 External Storage Disk Arrays

In this section, we discuss some of the supported external Storage Disk Arrays
we used during the implementation of the SAN environments mentioned in this
Redbook.

3.4.1 IBM TotalStorage DS4100

The IBM TotalStorage DS4100 (formerly FAStT100) is designed to give
cost-conscious enterprises an entry-level server that can help address storage
consolidation and near-line application storage needs without undue expense,
while leaving them room to grow. Single controller model supports up to 5.6 TB,
while the dual controller model supports up to 44.8 TB of Serial ATA (SATA)
physical disk storage with DS4000™ EXP100, provided by up to 14 internal
400GB disk drives inside the controller, the DS4100 can provide ample yet
scalable storage without the cost of extra expansion units. This disk system is
designed to help consolidate direct-attached storage into a centrally managed,
shared, or storage area network (SAN) environment. With four Fibre Channel
ports to attach to servers on dual controller, the need for additional switches is
reduced or eliminated for additional potential cost savings.

The DS4100 was used during our lab implementation; however, since its
replacement has come onto the scene to provide the end-to-end 4Gb storage
technology required at this level. The replacement for the DS4100 is the DS4700
Express.

3.4.2 IBM System Storage DS4700 Express

The IBM System Storage DS4700 Express offering is geared toward small to
midsize business and midrange enterprise customers.

The IBM System Storage DS4700 Express Model supports a high-performance
4Gb Fibre Channel interface designed for data-intensive applications that
demand increased connectivity. The DS4700 Express supports eight 4 Gbps
capable host channels that may be directly attached to host servers or connected
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to a Fibre Channel storage area network (SAN). Four Gbps capable drives and
IT infrastructure are required to achieve 4 Gbps throughput speeds.

There are two ways to measure the performance of a SAN device: megabytes
per second (Mbps) and input/output per second (IOPS). The DS4700 Express 4
Gbps SAN solution is designed to provide up to 1600 Mbps throughput
(assuming a 4 Gbps capable system) with up to 125,000 IOPS. A 2 Gbps storage
array can require up to twice as many host ports as a 4 Gbps array to deliver the
throughput of four 4 Gbps ports. The DS4700 Express can help you free up or
eliminate the need for additional host ports in the SAN for each array.

The DS4700 Express storage system’s four 4 Gbps drive connections are
designed to support up to 112 disk drives with the attachment of six DS4000
EXP810 disk enclosures. This makes the DS4700 Express a good choice for
performance-oriented or capacity-oriented storage requirements. Models 70 and
72 are designed to support over 33.6 TB of Fibre Channel physical storage
capacity.

The DS4700 Express expands the DS4000’s history of flexibility with another
configuration option: cache size. The DS4700 Express is available in two models:
Model 70 is designed to support up to 2 GB of physical cache memory (1 GB per
controller) and the Model 72 can support up to 4 GB of physical cache memory
(2 GB per controller).

The IBM System Storage DS4700 Express is designed to be an affordable,
scalable storage server for storage consolidation and clustering applications. Its
modular architecture, which includes Dynamic Capacity Addition and Dynamic
Volume Expansion, can support on demand business environments by helping to
enable storage to grow as demands increase. Autonomic features such as online
firmware upgrades and DS4000 Service Alert also are designed to help enhance
the system’s usability.

The DS4700 Express features support the consolidation of direct-attached
storage into a centrally managed, shared, or storage area network (SAN)
environment. With built-in support for eight Fibre Channel—-attached servers, the
need for additional switches is reduced or eliminated, helping to make server
clustering more cost-effective.

The 4 Gbps capable IBM System Storage EXP810 Storage Expansion Unit offers
a new 16-bay disk enclosure for attachment to selected DS4000 mid-range disk
systems, with up to 4.8 TB physical capacity per expansion unit using sixteen
300 GB disk drives. The EXP810 Storage Expansion Unit is designed to
accommodate the new optional 2 Gbps Fibre Channel Enhanced Disk Drive
Modules (E-DDM), as well as an intermix of 4 Gbps Fibre Channel Enhanced
Disk Drive Modules (E-DDM), all within the same enclosure. The EXP810
contains redundant (AC or DC) power and cooling modules, and Environmental
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Service Module (ESM) interfaces. The DS4000 EXP810 is available in a 19-inch
rack-mount package.

Each ESM Customer Replacement Unit (CRU) contains two 2 Gbps/4 Gbps
Fibre Channel host connections utilizing Small Form Factor Pluggable (SFP)
connectors. The DS4000 EXP810 ESM designs support a 4 Gbps Fibre Channel
loop. Both 2 Gbps and 4 Gbps Fibre Channel disk drives are supported. A switch
on the front of the DS4000 EXP810 enclosure selects the speed of the entire
enclosure—either 2 Gbps or 4 Gbps, but not both at the same time.

Table 3-11 shows the product and order information for these units.

Table 3-11 Product and order information

Description Order Number
DS4700 Express Model 70 #181470H
DS4700 Express Model 72 #181472H

Please visit the following Web site for more on the features and benefits of this
product:

http://www-03.1ibm.com/servers/storage/disk/ds4000/ds4700/index.html

3.4.3 IBM System Storage DS4800

The IBM System Storage DS4800 is the very latest and most powerful in the
highly successful IBM System Storage DS4000 Series. Designed as an integral
component in the IBM storage solution portfolio, the DS4800 is a key component
of IBM business continuity solutions portfolio delivering business resilience and
continuity of operations. Also designed to accommodate the changing value of
data over time while maintaining data availability, DS4800 can play a leading role
in a hierarchical storage life cycle management strategy. The DS4800, when
ordered in combination with IBM virtualization products (SAN File System or
SAN Volume Controller), makes an outstanding solution to help simplify your I/T
infrastructure.

The IBM System Storage DS4800 disk storage system supports a
high-performance 4 Gb Fibre Channel interface for increased host connectivity to
deliver necessary bandwidth for high-throughput applications. It is designed for
data-intensive applications that demand increased connectivity provided by eight
4 Gbps host channels designed to provide up to 1600 MBps of sustained
bandwidth for high-throughput applications through the eight channels directly
attached to the host servers or connected to a Fibre Channel storage area
network (SAN).
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Models
RAID controller

Cache

Host interface

Drive interface

Supported drives

RAID levels

Storage partitions

Maximum drives

IBM BladeCenter 4Gb SAN Solution

1815-80A, 1815-82A, 1815-84A, and 1815-88A
Dual active

Model 80A: 4 GB battery-backed

Model 82A: 4 GB battery-backed

Model 84A: 8 GB battery-backed

Model 88A: 16 GB battery-backed

8 host ports: Fibre Channel (FC) Switched and FC
Arbitrated Loop (FC-AL) standard, auto-sensing 1
GBps/2 GBps/4 GBps

8 drive ports: Fibre Channel (FC) Switched and FC
Arbitrated Loop (FC-AL) standard, auto-sensing 2
GBps/4 GBps

36.4 GB, 73.4 GB, 146.8 GB, and 300 GB 10,000 rpm
(Fibre Channel)

36.4 GB, 73.4 GB, and 146.8 GB 15,000 rpm (Fibre
Channel)

400 GB and 250 GB 7,200 rpm (SATA)

2 Gbps FC: 15K rpm, 146 GB/73 GB/36 GB (E-DDM)
2 Gbps FC: 10K rpm, 300 GB/146 GB/73 GB (E-DDM)
4 Gbps FC: 15K rpm, 146 GB/73 GB/36 GB (E-DDM)
0,1,3,5,and 10

8, 16, or 64 storage partitions; choice of 8, 16, or 64
required

Upgrade: 8-16, 16—-64

Model 80A: 224 FC drives (using 14 DS4000 EXP810, or
16 EXP710 Expansion Units)

Model 82A: 224 FC drives (using 14 DS4000 EXP810, or
16 EXP710 Expansion Units)



Model 84A: 224 FC drives (using 14 DS4000 EXP810, or
16 EXP710 Expansion Units)

Model 88A: 224 FC drives (using 14 DS4000 EXP810, or
16 EXP710 Expansion Units)

SAN Support Supported IBM FC switches and directors (product
numbers 2005, 2006, 2109, 3534, 2031, 2032, 2034,
2042, 2061 and 2062, and BladeCenter)

Table 3-12 shows the product and order information for the system.

Table 3-12 Product and order information

Description Order Number

IBM System Storage DS4800 Model 80 - 1815-80A
Model 82 - 1815-82A
Model 84 - 1815-84A
Model 88 - 1815-88A

Please visit the following Web site for more on the features and benefits of this
product:

http://www-03.1ibm.com/servers/storage/disk/ds4000/ds4800/index.html

3.4.4 EMC CLARIiiON CX3 UltraScale Series

The EMC CLARIiiON CX3 UltraScale Series extends EMC’s leadership in
networked Storage with the third generation of CLARIiiON CX Series Systems.
The EMC CLARIiON CX3 UltraScale Series is the industry’s only midrange
storage solution designed from the ground up to deliver maximum business
benefits, unprecedented application performance, the highest levels of scalability
and reliability, and ease-of-use capabilities.

The UltraScale is a breakthrough architecture, as it is the only midrange storage
architecture that sustains maximum throughput and performance for a wide
variety of business applications. With a state-of-the-art I/0 interconnect based on
native PCI Express technology, UltraScale delivers high-bandwidth, low-latency
characteristics that enable the CX3 UltraScale Series to capitalize on the
industry’s only full 4 Gbps capabilities throughout the entire system. Processing
power improvements deliver significant performance increases in business
applications and array-based replication software, such as EMC SnapView, SAN
Copy, and MirrorView functionality.
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The CLARIiON CX83 UltraScale series scales from the 365 GB capacity
entry-point CX3 model 20 up to the 239 TB capacity CX3 model 80, the world’s
largest midrange storage platform. Customers can let their information grow as
fast as their business, without the difficulties of data migrations of new
management tools.

As application requirements change, CLARIiiON’s unique Virtual LUN technology
can be used to nondisruptively move data from one tier of storage to a higher or
lower tier and between 2 Gbps and 4Gbps drives within the same CLARIiON
CX8 Series System to take advantage of the full UltraScale architecture. By
matching performance and financial investment to the needs of the application or
business process, information gets delivered as fast as it is needed, and budgets
can go further than ever.

The EMC CLARIiON CX3 UltraScale Series includes:

» EMC CLARIiiON CX3 model 80
» EMC CLARIiiON CX3 model 40
» EMC CLARIiiON CX3 model 20

The entry point into the CLARIiiON CX series is the EMC CLARIiON CX300
networked storage system.

Please visit the following Web site for more on the features and benefits of the
CLARIiON CX3 product line:

http://www.EMC.com/CX3

"EMC Corporation, Reprinted by Permission.”
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IBM BladeCenter setup and
configuration

The IBM BladeCenter servers are designed to take less time to install, configure,
and use fewer people to maintain. In this chapter, you will witness the preliminary
tasks for setting up and configuring your IBM BladeCenter to support your SAN
environment.
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4.1 Supported environments for Windows and Linux
operating systems

Table 4-1 lists the hardware and operating systems with corresponding services
packs that have been successfully tested in a Boot from SAN environment with a
4 Gbps solution. See the IBM Server Proven Web site for more information.

Table 4-1 Supported environments

8843 8850
Operating systems 8678 8832 8839
32 bit | 64 bit 32 bit | 64 bit
Windows 2000 SP4 X X X X N/A X N/A
Windows 2003 Standard X X X X X X X
Windows 2003 Enterprise X X X X X X X
SLES 9 SP1 X X X X X X X
RHEL 4 Update 1 X X X X X X X

4.1.1 Firmware and drivers

Once you have installed your QLogic or Emulex 4Gb Fibre Channel HBA, you
should ensure that you have the appropriate firmware and drivers to configure
them. The following firmware and drivers are available on the IBM BladeCenter
Support Web site:

http://www-307.1ibm.com/pc/support/site.wss/document.do?1ndocid=MIGR-458

59#fibre

4.2 Blade server F1 setup

This step should be performed when you are prepared to configure a Boot from
SAN environment. In the following steps, you will disable the use of the IDE
drives that may be installed in the HS20, HS40, or LS20.

1. Power on the blade server and interrupt the boot sequence to enter the HS20
blade system BIOS by pressing the F1 key.

2. At the Configuration/Setup Utility menu, select Devices and IO ports.

3. Select IDE Configuration Menu and press Enter.
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Note: On the HS20 (8832, 8678, and 8839; verify on all blades) blade
servers

4. Set the Primary IDE Channel and Secondary IDE Channel option on the
HS20 to Disabled (see Figure 4-1).

Devices and I-0 Ports

Se 1
= fiE IDE Configuration Menu

Mo Primary IDE Channel [ Dizabled 1 1
= Master Deuvice
F1| = Slave Dewice
Pl
Da Secondary IDE Channel [ JFERTIEE 1
= Master Device

= slave Device

= Ui
= IDE Configuration Meaw
= System MAC Addresses

Figure 4-1 IDE Configuration Menu window
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5. On the HS20 (8843 and 8850) blade servers with SCSI disks:

a. Set the Planar SCSI option to Disabled on the HS20 (8843) and LS20
blade, as shown in Figure 4-2.

Devices and I-0 Ports

serial Port A [ Port JFB. IRD 4 1
serial Port B [ Dizabled 1
= Remote Consple Redireztion

House [ Installed 1
Planar Ethernet 1 [ Enabled 1

Planar Ethernet £ [ Enabled 1

Planar SCSI L m 1
Danghter Card Slot 1 [ Enabled 1

= Video
= system HAC Addrecses

Figure 4-2 Devices and I/O Ports window

6. Press Esc to exit out of this menu and save the changes.

4.3 QLogic Fast!Util setup

This step should be performed when you are prepared to configure a Boot from
SAN environment.

4.3.1 Configure the HS20 blade server Fibre Channel BIOS

In this section, you will follow the steps to configure your blade server FC HBA:
1. Power on or restart the HS20 Blade.
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2. Press Ctrl-Q or Alt-Q to enter the FC BIOS configuration utility, as shown in
Example 4-1.

Example 4-1 Citrl-Q execute window

Broadcom NetXtreme Ethernet Boot Agent v3.1.15
Copyright (C) 2000-2002 Broadcom Corporation
A1l rights reserved.

Broadcom NetXtreme Ethernet Boot Agent v3.1.15
Copyright (C) 2000-2002 Broadcom Corporation
A1l rights reserved.

QLogic Corporation

QMC2462 PCI Fibre Channel ROM BIOS Version 1.04

Copyright (C) QLogic Corporation 1993-2005. A1l rights reserved.
www.qlogic.com

Press <CTRL-Q> for Fast!UTIL
BIOS for Adapter 0 is disabled
BIOS for Adapter 1 is disabled
ROM BIOS NOT INSTALLED

<CTRL-Q> Detected, Initialization in progress, Please wait...
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3. Select the first Fibre Channel adapter port (port 1 @ 4000 I/O address is
internally connected to the top Fibre Channel Switch in slot 3 of the
BladeCenter chassis), as shown in Figure 4-3.

ULogic Fasttl Uersion 1.29

elect Host Adapter
dapter Type I[-0 Address

OLAZ312 4LE

ULAZ312 410606

e
Figure 4-3 Select Host Adapter window

4. Select Configuration Settings — Host Adapter Settings.
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5. Change the Host Adapter BIOS to Enabled (Figure 4-4); the default value is
Disabled.

6. Record the World Wide Port Name (WWPN) of this host bus adapter. It will be
needed to define the Storage Group, Host, and Host Port on the storage
subsystem and also for fabric Zone configuration.

OLogic Fast*UTIL Verczion 1.27

glected Adapter
Adaptar Tupe I.-0 Address |

Adapter Settings

BI0S Address:

BIDS Revision:

Adapter Serial Number :

Interrupt Lawel:

Adapter Port Hame:

Host Adapter BIDS:
Frame Size: 2048
Loop Reset Delay: 5
Adapter Hard Loop ID: Enabled
Hard Loop ID: 125
Spinup Delay: Disabhled
Conmection Optiomns: 2

Filre Chammel Tape Support:Enabled
Data Rate: 2

Use {Arrow keys> and <Enter’> to change settings, {Esc> to exit

Figure 4-4 FC Host Bus Adapter BIOS menu
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7. Verify and confirm that the following NVRAM definitions are applied on the
HBA by selecting the Advance Adapter Settings, as shown in Figure 4-5.

Alogic Fast®TIL Versiom 1.27

Execution Throttle:
Lune per Target:
Enable LIP Reset:
Enable LIP Full Login:
Enable Target Reset:
Login Retry Count:
Port Downm Retry Count:
Link Down Timeout :
Extended Error Logging :
dperation Mode :
Interrupt Delay Timer:

Warning! Modifying any of these parameters may render adapter inoperable
{Arrow keys> and <{Enter> to change settings, {Esc» to exit

Figure 4-5 Advanced Adapter Settings window

4.4 4Gb Fibre Channel switch module implementation

To insert the switch module into a blade server chassis:
1. Unpack the switch module from its shipping box.

2. Verify that bay 3 or 4 in the BladeCenter chassis are empty. Note that Bay 3
and 4 locations are different for the IBM BladeCenter and BladeCenter H
chassis.

3. Squeeze the release lever to release the insertion arm.
4. Pull the release lever away from the switch to completely open the lever.

5. Slide the switch module into the open slot, as shown in Figure 4-6 on
page 43.
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Felease Lever Latch

Figure 4-6 N-1

6. Raise the release lever until it moves from the lowered to the upright position.
This locks the switch module into the chassis and automatically starts power
up. The switch will run self-diagnostic tests (such as POST).

7. Wait until the diagnostics have completed and the LEDs are stable and then
use the BladeCenter Management Module to configure the switch.

4.4.1 FC switch module configuration through the Management
Module

Note: The new IBM BladeCenter Management Module firmware version that
supports the Brocade, McDATA, and QLogic 4Gb SAN Switch Module is
BRET82F.
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To connect to the switch module using the BladeCenter Management Module:
1. On your workstation, open a supported browser window.
2. In the address field, type the IP address of the Management Module.

3. When prompted, enter the user name and password. By default, the IBM
BladeCenter Management Module user name is USERID and the password is
PASSWORD. Note that a zero is used in place of the letter O. User names and
passwords are case sensitive.

Figure 4-7 shows the initial AMM view.

3 9.42.171.8 BladeCenter Management Module - Microsoft Internet Explorer

File Edit ‘iew Favorites Tools Help

iﬂ ﬂ _'\_ / ) Saarch d’ Favorites {F-‘

System Status Summary o

ML” @ System is operating normally. All manitored parameters are 0K,
& N The following links can be used to view the status of different components.
Elade Servers
KO Maodules
IManagement Modules
Pover Modules
Fan-packs
Blowers
Front Panel

® Internet

Figure 4-7 Initial BladeCenter H Advanced Management Module view

4.4.2 Setting the switch module IP Address and enabling external
ports

The default IP address for the switch module is 192.168.70.129 (for Bay 3) or
192.168.70.130 (for Bay 4) of the BladeCenter chassis. To change the IP
address, perform the following:

1. In the I/O Module Tasks tab, click Configuration. Select Bay 3 or 4.
2. Change the IP address and click Save (see Figure 4-8 on page 45).
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BladeCenter; Advanced Managemenl Module

Bay 3 [Fibre SM)” @

Current IP Configuration

Configuration method:  Static

IP address 192 168.70.129
Subnet mask: 266.266.2660
Galeway address: 0opoo

SCrver 77,

Mew Static IP Configuration
Status: Enabled
To change the IF canfiguration for this 0 madule, fillin the folioming
fields and click "Save". This will save and enable the new IP configuration.

IP address 9.42.171.247|
Subnet mask 2502552550
Gateway address 0.0.00

Advanced Configuration

Bay 4 [Fibre SM)” ©

4 Interret

Figure 4-8 Setting Switch Module IP Address

Note: Use only the BladeCenter Management Module to set the switch
module's IP address. Do not use the switch module’s CLI or Web tools.
Doing so may cause a loss of connectivity between the Management
Module and switch module. The switch module's IP address must be on
the same IP subnet to communicate.
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3. While in the window shown in Figure 4-8 on page 45, locate and click
Advanced Configuration for the switch module. You will see a window
similar to Figure 4-9. Ensure that the external ports are enabled. Click Save.

BladeCenter, Advanced kManagemenl Module SCIrver /’f/},

Advanced Configuration for O Module 3 Q@

Use the following links to jump down ta different sections on this page.
POST Results
Advanced Setug
Restore Factary Defaults

Send Ping Requests
Start Telnetf¥Yeb Session

POST Results @

POST results available: FF: Module completed POST successfully.

Advanced Setup @

External management over all ports Enabled 54

Preserve new IP configuration on all resets | Enabled

Cancel

]

& Inkernet

Figure 4-9 Enabling External Ports on switch module
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4. The remaining steps for configuring the switch module are performed either
through the command line interface (CLI) via telnet or Web tools (via
Browser). Both methods are accessible from the Management Module
window (see Figure 4-10) or you may access outside the Management
Module by using the switch module's IP address.

BladeCenter, H Advanced Management Module //,/:,;:

Restore Factory Defaults 2]

This action will cause all module settings to be set to their factory defaults. You will lose all the changes you
made to the configuration of this module as a result. In order to preserve the new P configuration, set the
field labeled "Preserve new IP configuration on all resets” to enabled. Clearing of the configuration will be followed
by a restart of the module. Click the "Restore Defaults” button if you want to proceed

[ Cancel ][ Restore Defaults

Send Ping Requests 2]

You can test the intemal path between the management module and the IYO module by sending it ping requests
In order to ping this ¥O module at its current IP address, click the "Ping /0 Module® buttan.

[ Cancel ] [ Ping 150 Module

Start Telnet/Web Session @

In order to start a telnet or web session to the management interface of this maodule, click "Start Web Session” or
"Start Telnet Session”. Mote that some modules only provide a telnet interface, and don't support & web-based
interface. The web session will connect to the standard HTTP part (50), and the telnet session will connect to the
standard telnet port (23).

Note: The Java 1.4 Plug-in is required for the telnet session. You will be given the option to downlead
and install the Plug-in if necessary. For best results, use Sun JRE 1.4.2_08 or higher.

[ Cancel ] l Start Telnet Session l [ Start Web Session

Figure 4-10 Launching Web or Telnet Session from the Management Module
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Brocade SAN configuration

In this section, we discuss the 4Gb SAN solution presented by Brocade.

© Copyright IBM Corp. 2006. All rights reserved.
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5.1 Building an enhanced 4Gb SAN solution on Brocade
technology

50

This section of the IBM Redbook provides you with the resources to build,
manage, and maintain a SAN solution based on Brocade technology and offering
these advanced features:

» Superior performance:
— 4 Gbps end-to-end bandwidth from server to storage

— Multiple 12 Gbps Inter Switch Link (ISL) Trunks connecting the
BladeCenter to the external SAN fabric providing up to 48 Gb of total load
balanced bandwidth

» Simple management:
— Single point of SAN fabric management
— Advanced performance monitoring capability
» High Availability:
— Redundant SAN fabrics with no single point of failures
— Multi-pathing software to the DS4800 disk array
— Hot code load and activation for all switches

— Health Monitoring tools to catch marginal components before they become
hard failures

» Advanced SAN security:
— Hardware Enforced Zoning for both ports and WWN

— Using encryption, authentication, and access control lists to meet the
strictest corporate security policies

» Scalability: Additional BladeCenter chassis and storage arrays may be
connected to the core SAN32B switches without any disruption.

The solution built in this IBM Redbook consists of one BladeCenter H chassis,
three blade servers, two Brocade 4Gb SAN Switch Modules, two TotalStorage
SAN32B-2 FC switches, and one DS4800 (see Figure 5-1 on page 51).
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BladeCenter H Chassis
3 Server Blades
Dual SAN Switch Modules

_— e

Redundant Brocade 4Gb
Switch Modules and external
switches for increased
availability.

SAN32B

ISL Trunks from switch
modules to external switch
for enhanced performance.

IBM DS4800 Disk Array
with dual controllers.

Figure 5-1 Solution diagrams

The Brocade portion of the Redbook includes these sections:

» “Brocade 10-Port and 20-Port 4Gb SAN Switch Module” on page 15

» “IBM TotalStorage SAN32B-2 FC Switch (SilkWorm 4100)” on page 27

» “Building an enhanced 4Gb SAN solution on Brocade technology” on page 50
» “SAN design with Brocade 4Gb SAN switch modules” on page 52

» Setup of the “Brocade 4Gb SAN Switch Module configuration” on page 55

» Setup of “IBM TotalStorage SAN32B-2 Switch setup and configuration” on
page 76

» “Building the Brocade SAN fabric” on page 101

» “Connecting storage and servers to SAN fabric” on page 111
» “Zoning to control device connectivity” on page 115

» “Mapping a logical disk to server blades” on page 135
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» “Documentation for Brocade 4Gb SAN switch module” on page 328

While this solution is using the IBM SAN32B external switch, the steps are very
similar for other Brocade-based FC products from IBM, such as the SAN16B
entry switch or SAN256B enterprise director.

5.2 SAN design with Brocade 4Gb SAN switch modules

In this section, we discuss the different SAN designs we are able to implement
with the Brocade 4Gb SAN switch.

5.2.1 Small-to-medium SAN topologies

There are two huge benefits of the Brocade 4Gb SAN Switch Module compared
to the previous 2Gb, two External Port switch module:

» Increased bandwidth up to 24 Gb

» Increased connectivity to other devices, switches, or switch modules

While the increased bandwidth will only be needed in extreme high-performance
application environments, the improved connectivity will benefit all customers by
building small-to-medium SAN fabrics without external switches. By using
cascade, mesh, or core-to-edge SAN topologies, the BladeCenter chassis can
be interconnected through the SAN switch modules to provide fabrics with
redundancy and excellent performance. Figure 5-2 on page 53 demonstrates
how 3, 4, 5, and 6 chassis may be connected.
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A
g

Simple Cascade

SAN Topology

Partial Mesh
SAN Topology

Number of servers: 42 Number of servers: 42
Worst Case Oversubscription: 3.5:1 Worst Case Oversubscription: 3.5:1
Worst Case Hop Count: 1 Worst Case Hop Count: 1
Free Ports: 12 Free Ports: 12
Simple Cascade for up to chassis Partial Mesh Topology for four chassis

Core Edge
SAN Topology

Localize High Perf
Server Blades to
"Core Chassis"

Number of servers: 70 Number of servers: 84

Worst Case Oversubscription: 7:1 Worst Case Oversubscription: 7:1
Worst Case Hop Count: 1 Worst Case Hop Count: 1

Free Ports: 32 Free Ports: 36

Dual Core-Edge Topology for five and six chassis

Figure 5-2 Dual Core-Edge Topology for five and six chassis

Each of the SAN designs above has free unused ports available on the switch
modules that can connect to other devices, such as stand-alone servers, disk
arrays, tapes, and virtualization engines. Note that connecting greater that six
BladeCenter chassis increases fabric complexity and should be considered with

care.
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5.2.2 Building medium-to-large SAN topologies using the Brocade
4Gb SAN switch modules

54

Brocade products are designed with large scalability capabilities. Although the
FC specification allows up to 239 domains (for example, switches) in a single
fabric without routing, the practical and proven limits are lower. Brocade
continuously tests and supports ever increasing SAN fabrics. As of 2005,
Brocade has certified SAN fabrics of 56 domains and much greater number
using the Brocade Multi-protocol Router. Therefore, by installing a Brocade fabric
initially, you ensure seamless scalability to thousands of devices.

For more than six BladeCenter chassis in a SAN, using external switches at the
core greatly simplifies the topology and future scalability. Use redundant external
switches to ensure full redundancy and highest availability. When all the ports of
the core switch are used, then further scalability can be accomplished without
downtime by swapping the core for a larger core switch or director. Figure 5-3
shows two IBM TotalStorage SAN256B 4Gb directors as cores for numerous
BladeCenter chassis.

Figure 5-3 BladeCenter Chassis using two SAN256Bs
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5.3 Brocade 4Gb SAN Switch Module configuration

Prior to completing the instructions in this section, please read Chapter 4, “IBM
BladeCenter setup and configuration” on page 35 and complete the steps
outlined there. Afterwards, return here to begin the implementation of your
Brocade SAN environment. Figure 5-4 shows the SAN topology we used as our
lab environment. It is assumed that LUN(s) have been created and assigned on
the storage system prior to this SAN implementation.
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Figure 5-4 Brocade Fibre Channel SAN environment
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5.3.1 Fabric OS requirements

At the time of its initial release, the Brocade 4Gb SAN Switch Module (SW4020)
for IBM BladeCenter uses Fabric OS (FOS) Version 5.0.2 only. Attempts to load
this software release on Brocade switches other than the Brocade 4Gb SAN
Switch Module will result in File Not Found errors. Also, the SilkWorm 4020 is
not supported by any previous versions of Brocade Fabric OS, including V5.0.1x.
Attempts to load any release prior to Brocade Fabric OS V5.0.2 on a SilkWorm
4020 will result in File Not Found errors. Always check the IBM BladeCenter
support site for the latest supported firmware for the switch module.

5.3.2 Launching Brocade Web tools for initial setup

As indicated previously, Web Tools management software can be launched from
the Management Module or directly by using a browser and the switch's IP
address. This section will describe how to set up the browser for best
performance and launch Web Tools external to the Management Module.

Web Tools requires any browser that conforms to HTML Version 4.0,
JavaScript™ Version 1.0, and Java™ Plug-in 1.4.2_06 or higher. You can launch
Web Tools on any workstation with a compatible Web browser installed. Web
Tools also supports the HTTPS protocol, if that protocol is enabled for the switch.
For more information about enabling the HTTPS protocol on your switch, refer to
the Fabric OS v5.01 Administrator's Guide.

1. Set browser for optimum performance.

— The correct operation of Web Tools with Internet Explorer® requires
specifying the appropriate settings for browser refresh frequency and
process model. Browser pages should be refreshed frequently to ensure
the correct operation of Web Tools.

— To set the refresh frequency:
i. Select Tools — Internet Options in the browser.

ii. Click the General tab and click Settings (under Temporary Internet
Files).

iii. Click Every visit to the page under Check for newer versions of stored
pages.

2. Begin your work by establishing a Web Tools session to your Brocade SSM
(use the assigned IP address). To do so, follow the instructions listed below.
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3. From the Internet Explorer (Windows) or Mozilla (Linux) browser, enter the IP
address for your switch in the Address window box, then press the Enter key.
You should see a Web Tools session open, similar to Figure 5-5. The Web
Tools display for the SSM is somewhat different for external switches, since
there are no Power Supply Fan buttons.

43 brocade4Gb - SwitchExplorer - Microsoft Internet Explorer =101 x|
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Figure 5-5 Web Tools for Brocade 4Gb SAN Switch Module
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Figure 5-6 shows the different areas of Web Tools. Become familiar with the

different areas to simplify your SAN administration.
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- A: Fabric Tree
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B: Fabric Toolbar

Zaoning, Topology, Name
Server, Fahric Events

. C: Switch View

GUIto view specific switch

D: Switch View Button Menu

Tools to manage switch.

E: Switch Information

View switch information

F: Status Legend

Figure 5-6 Brocade switch menu

4. From the Switch View Button Menu, click Status and verify that the switch
module health is good (see Figure 5-7 on page 59).
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Figure 5-7 Switch Module Status Window

5. From the Switch View Button menu, select the Admin button. Log in to the

switch using the following information:
Login USERID
Password PASSWORD (note that 0 is a zero)
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6. Set the Switch Status to Disable, as shown in Figure 5-8. You must disable a
switch before changing Domain ID.

brocade4Gb - Switch Admin. - Microsoft Internet Explorer

DomainiC: 1 Wi 10:00:00:05:1e:35:16:6a
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" Enshle/ = Dissble DN Server 1 |

DS Serwer 2 I
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Apply | Cloge | Refresh |

b

Changed Switch Nawme from “brocaded GEY to “SEMLT_BCHZ bayd” d
Il Disabied Switch

[Warning]. Fakbric will reconfigure | uze "Refresh” button to update views. j
ilEnter a numeric value in the range [1 - 239] e

Figure 5-8 Admin window

7. Select the Domain ID of the switch.
Guidelines for selecting Domain ID numbers:

— Set unique domain numbers for each switch in the SAN. This allows for
simpler merging of fabrics if needed in the future.

— As a convention, consider setting the domain ID of each switch to the last
octet of its IP address.

— Be aware that the highest allowed domain number is 239.
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— See Figure 5-9 as an example of both external switches and embedded
switch modules.

Assign switch module L. ASSIGN sWitch module
“A" Damain 1D &5 BladeCenter ‘B Domain 1D 25

‘/OO

FEE OEEE EE e
—
-‘?

Fabric B

has 4 external switches

Fabric A

has 4 external switches

Figure 5-9 Selecting Domain ID numbers

8. Enter the selected number into the Domain ID field.

9. In this same window, set the switch's name to some unique and descriptive
name. The switch name can include up to 15 characters, must begin with a
letter, and must consist of letters, digits, and underscore characters, and no
spaces. Setting the switch name is recommended to simplify locating switch
module and fabric management. An example of a switch name is
SSM47_BCH2_Bay3.
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10.For new SAN installs, select the Configure tab (Figure 5-10) and verify that
Switch PID Format is set to Format 1. Occasionally, when connecting to older
external switches, you may need to change the Switch Port ID format. Refer
to “Building the Brocade SAN fabric” on page 101 for more details.

rocade4Gb - Switch Admin. - Microsoft Internet Explorer N ] |
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v
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Figure 5-10 Verify Switch PID Format

Caution: Do not change the other configuration values unless instructed by
your SAN supplier. They must match for every switch in the fabric and altering
them may prevent the switch module from merging with other switches (called
segmentation).

11.Set Switch Status to Enable. Click Apply.
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| brocade4Gb - Switch Admin. - Microsoft Internet Explorer

12.Go to the Ports tab and ensure that the proper ports are licensed and have
been enabled (see Figure 5-11).

— For the 10-port module, ports 0-7, 15, and 16 should be both licensed and

enabled.

— For the 20-port module, all ports 0-19 are licensed and enabled.
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Figure 5-11 Brocade 4Gb Switch Admin window

13.Pay particular attention to the external port Enable Port setting. If the external
ports 0, 15-19 are not enabled, then return to the Management Module GUI to

enable them.
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Note: If you enable/disable the externals the ports using Brocade Web
Tools or CLI, then the ports will operate correctly until the next switch
module reboot/power-cycle, while the external ports will default to the
Management Module's setting. Therefore, it is important to enable/disable
external ports using the BladeCenter Management Module.

14.Set the switch time and date using the command-line interface (CLI).
Switches maintain the current date and time in flash memory and because
the date and time are used for logging, you should set them correctly.

a. From the Switch View Button Menu (Figure 5-6 on page 58), click the

Telnet button.

. Log in as USERID with correct password.

. Enter the date command using this syntax:

date mmddHHMMyy

Where:

mm: Month (01-12)

dd: Day (01-31)

HH: Hour (00-23)

MM: Minute (00-59)

yy: Year (00-99)

For example:
Brocade4Gb:USERID> date

Fri Jan 29 17:01:48 UTC 2000
Brocade4Gb:USERID > date "0227123003"
Thu Feb 27 12:30:00 UTC 2003
Brocade4Gb:USERID >

. Enter the tsTimeZone command to set the time zone using the syntax
tsTimeZone [houroffset[,minuteoffset]]. The default time zone is
Universal Time Conversion (UTC), which is eight hours ahead of Pacific
Standard Time (PST). Determine your time zone offset. Below are some
examples.

¢ For Pacific Standard Time, enter tsTimeZone -8,0.
¢ For Central Standard Time, enter tsTimeZone -6.0.
e For Eastern Standard Time, enter tsTimeZone -5,0.
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15.To synchronize your time with an external source such as an NTP server,
enter the tsclockserver command using the syntax tsclockserver ipaddr,
where ipaddr is the IP address of the NTP server that the switch must be able
to access.

Adding optional licenses to the Brocade Switch Module

This section shows you how to add optional licenses to the Brocade 4Gb SAN
Switch Modules.

Brocade products in general offer several optional licensed features to improve
performance, security, manageability, and availability. The Brocade 10 Port 4Gb
SAN Switch Module for IBM BladeCenter (feature code 32R1813) is shipped with
the following licenses:

» Advanced Web Tools (Web)

» Advanced Zoning (Zoning)

» Full Fabric License (Fabric)

The unlicensed ports can be activated by upgrading with a 70-Port

(Ports-on-Demand) Upgrade license (option 32R1822). This license may be
purchased from your switch supplier.

The second Brocade 20 Port 4Gb SAN Switch Module for IBM BladeCenter
(feature code 32R1812) is shipped with the following licenses:

» Advanced Web Tools (Web)

» Advanced Zoning (Zoning)

» Full Fabric License (Fabric)

» Full Ports on Demand license (additional 10 port upgrade)

The following software features are optional:
» Brocade Fabric Watch for IBM BladeCenter (option 32R1855)
» Brocade ISL Trunking for IBM BladeCenter (option 26K5607)

» Brocade Advanced Performance Monitoring for IBM BladeCenter (option
26K5612)

» Brocade Performance Bundle for IBM BladeCenter (includes ISL Trunking
and Advanced Performance Monitoring) (option 26K5605)

» Brocade Extended Fabrics for IBM BladeCenter (option 26K5613)

» Brocade Advanced Security (Secure OS) for IBM BladeCenter (option
26K5617)
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» Brocade Fabric Manager V5.x for IBM BladeCenter (stand-alone application,
must be purchased separately)
» Brocade Fabric Watch for IBM BladeCenter (option 32R1855). See

Figure 5-12 for optional software features.

To activate and use these optional software
features, you must purchase the
corresponding
Paper-Pak.
See example

The Paper-Pak includes a transaction key, a
Web site link and instructions for adding the
license to your switch.

b

Note: If you purchased the optional features
and the switch modules together then the
Paper-Pak will be shipped with your order.
The optional licenses will not be shipped
pre-installed.

Do NOT discard the Paper-Pak until after
installing the optional license on the switch
module.
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password. Enter the License DS hewcomnmnd.  This command displays the WWN
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Figure 5-12 Option License Paper-Pak example

Do the following steps:

1. Access and record the LicenselD (same as the World Wide Name WWN)
from the Brocade SAN switch module. The LicenselD is in the form
10:00:xx:xX:XX:XX:XX:XX, Where xx values are unique to each switch module.

Using Brocade Advanced Web Tools, look underneath the illustration of the
switch to find the LicenselD of the switch module (see Figure 5-13 on
page 67).
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Figure 5-13 Locating License ID

3. Go to the following Web site to get feature activation key for your switch

module:

http://www.ibm.com/storage/key
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http://www.ibm.com/storage/key

4. Enter your e-mail address, switch module license ID, and the transaction key
on the Web page shown in Figure 5-14. Please note that the LicenselD
should be entered into the WWN field.
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Feature activation keys IBM TotalStorage®
Activate a SAN Switch feature

Welcome to our enhanced web site for feature activation keys.

To make our licensing procedures easier for you to use, the site no longer requires the
switch ID number. Older paper packs may request that you gather the switch ID number
in step 1. You may ignore that instruction. You must still enter the switch World Wide
Mame to activate your paper pack.

If you have gone to any trouble to gather the switch 1D, we apologize far the inconveniance.
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Step 1 of 2: Get a feature activation key

To generate one or more activation kevys, please click here. Generate activation key(s)

Please have the following infarmation ready to obtain your key.

This information is confidential; the ermail address will only be used to email the license key to you
as a backup.

+ E-mail Address
o iorld-wide Name (*)
® Transaction Key

Step 2 of 2: Unlock the feature

1of”

Figure 5-14 IBM License Key activation window
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5. After submitting your information, the Web site will provide you a feature
activation key and send you an e-mail with the information. Write the feature
activation key in the space provided on your Paper-Pak for future reference.
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6. Use Web Tools to enable the licensed feature. Under the Switch Admin
Window (Figure 5-15), select the License tab and use the Add button to add
the License Keys.
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Figure 5-15 License management window
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7. The Add License dialog box appears (Figure 5-16), and you should type or
paste the Feature Activation License Key in the field. Next, click Add License.

Add License - Microsoft Internet EXplol ==l =l
=
Add License Key to Switch SSWVI47 BCH2 hay3
Switch World Wide Name: 10:00:00:05: 1e:35:{6:6a
License Key:  |bece9S0obzofdtias)
| Add License I
Or contact your Technical Support Representative,
hd|

Figure 5-16 Add License dialog window

8. You will receive a confirmation dialog box (Figure 5-17). Click the appropriate
option to either add more licenses or close the window.

.............................................................................................................................

H <} http:y /9.42.171.24 7 (addLicense.htmi? ==l =l
: I

] http:f9.42.171.247 addlicense  himlForiginalJRL=closewit
The license key u

successfully. Please refresh the Licence Adimin Panel
to see the new license values.

The folloging feature (s8] were added.
*+ Performance Monitor
*+ Trunlking

Please click here to add more licenses.

Please chick here to close the window. ;I

Figure 5-17 License Addition Confirmation window

9. Click Refresh (Figure 5-18 on page 71) and verify that all new Licenses have
been added to the Feature List.
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- Microsoft Internet Explorer o ] |
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License Key Festure(s) I
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SydAcdSoeSTzeddl ek
bocczheyccARRF Zohitigy
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becedSaobzoff o0 Petrfarmmanice Monitor, Trurking
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ScezCbyReTdf09 Fakbric
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Changes to [License] Panel at: Fri Feb 17 2006 16:54:54 UTC
Olpeped Add License window .. Please click Refreshto see the new license valies. :II
-
EIRepIac:e currertt view with new data from switch @

Figure 5-18 Confirm all licenses have been added

10.If installing the 10-Port (Ports-on-Demand) Upgrade license (option 32R1822)
onto the 10-Port switch module, then you must take additional steps to enable

the newly added ports.

a. Verify that the Management Module Advanced IO setting for the External

Ports is set to Enable.
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b. Go to Brocade Web Tools and the Ports tab (Figure 5-19) under Admin.

c. Ports 8-14, 16-19 will not be enabled. Check all boxes under the Enable
Port column for each new port that you wish to enable.

d. Click Apply.

brocade4Gb - Switch Admin. - Microsoft Internet Explorer ] 5

SwiitchMame: SEM47_BCHZ_bay3 Dornainll: 47 Wk 10:00:00:0:5:1e:35:16:6a FriFeb 17 2006 17:01:54 UTC‘

Sw'rtchl Networkl Firmwarel SNMF‘l Licenzse Ports | Uzer | Configurel Routingl Extended Fabric | A% Servicel Tracel FICOR CUPl Trunkingl

Current Enable Enzhle Persistert
Type Trunking Fort Disatle
F-Port S
& Yes O o O F-Port O v [l Mo_St
a ez [l v [l F-Port [l ~ ] Mo _Se
10 Yes O ] O F-Port O ~ | Mo_S
11 ez O = O F-Port O = | Mo_S
12 ez O = O F-Port O ~ | Mo_S
13 Yes O I O F-Port O ~ | Mo_5
14 Yes O ol O F-Port O v | Mo_S
15 Yes e o] o] 1-Part = v | ho_Me
16 Yes e =] =] U-Part = v | Mo
17 Yes Il Il Il 1-Part I = [} Io_Mic
18 Yes I I I 1-Port ~ ~ [} Io_Mic
A 12 Yes | | | 1-Part ~ | @ | Mo _r-niﬂ
1 3
Apply | Cloze | Refresh |

L
M Enapied Switeh

! ==
Ml [Warning]: Fabric will reconfigure, use "Refresh" button to updste viewes. ;I
Close the dislog 0

Figure 5-19 Enabling newly added Ports

Important: You should securely store the LicenselD and all the License Keys
for every switch. This information helps recover licenses if licenses are
accidentally removed. Also, you or service personnel will need the licenses to
reinstall these features in the event that a field replacement unit (FRU)
SHNS1C44 is required.
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Below are the best practices for storing license information.

a. Keep hard copies of licenses and store them securely:
i. Writing License Activation Keys on the original Paper-Pak forms.
ii. Printing a screen capture of the licenses from Web Tools.

iii. Telnet into the switch module and issue the 1icenseShow command and
then print the results.

iv. Remove the white labels from the Paper-Paks and add to the front or
side of the switch module. Adding labels to the side of switch module
requires a power down and should be performed before going into
production.

v. Print a copy of the switch configDownload file.
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vi. Keep softcopy files of licenses and other critical switch information by
using the configUpload/Download function found in the Configure tab
(Figure 5-20). The configUpload option will save (upload) the switch
information and settings to a config file on a server. The
uconfigDownload option will restore (download) a previously save
config file onto the switch module. Note that Figure 5-20 shows
configDownload selected. To perform a configUpload, select the
configUpload option.

osoft Internet Explorer o ] o4

Tue Feh 21 2006 20:36:09 UTC‘

Switch Admin,

Syvitchiame: Swil_B32_B DomainiD: 10 YaSsN: 10:00:00:05:1e: 34 deza3

SW'rtc:hl Networkl Firmwarel SNMPl Licensel Portsl User Cohfigure | Routingl Extended Fabric | &A% Servicel Tracel FICCR CUPl Trunkingl

UploadiDovynlosd
Function
’75' Canfig Upload to Host = Config Dowvnload to Switch
Hozt I |9.42.1 71.82 File Marne IlSANlConfig_FileslSW1 0Bz E
User Mame Iiohn_doe Password I**********
UploadiDownload Progress: |

Fabricl irtual Channell Arbitrated Loop | Systern  UploadMaownlosd |

Apply | Cloze | Refresh

v
[Sweitch Administration opened]: Tue Feb 21 2006 20:25:09 UTC

Erter Filenaime (absolute path) to uplos didownlosd Q

Figure 5-20 Perform Config Upload of switch information

Clear zone database

Zoning is a feature of FC switches that allow the SAN administrator to control
device connectivity using zones (small private SAN groups). A single SAN fabric
may contain none to many zones. Multiple zones may be grouped into a zone
configuration (or zone config). Brocade switches allow multiple zone config
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groups to be defined, but only one zone config group may be active within that
SAN fabric.

Switches that have conflicting active zone configs or definitions will not merge to
become one fabric. The switch modules are shipped with no zone definitions.
However, if the switch module was used in a pre-production or lab SAN
environment, then often there are zone definitions on the switch modules.
Therefore, it is important to clear all zone data from switches before adding them
to an existing SAN fabric.

1. Ensure that the switch module is not connected to any other switch.
Otherwise, you may accidentally clear zone configuration for the entire fabric.

2. Open Web Tools and launch the Zone Administration module. Click the
Zoning icon located in the Fabric Toolbar in the lower left corner of Web Tools
window. You may need to log in to the switch if you are not already logged in.

3. Select Actions — Clear All.

4. The Disable Config warning displays. Click Yes to do all of the following:
a. Disable the current configuration.
b. Clear the entire contents of the current Web Tools Zone Admin buffer.

c. Delete the entire persistent contents of the fabric zoning database.

Note: This action is not recoverable.

Brocade SAN Switch Module setup is complete

Repeat the setup process for all switch modules. For this solution, there are two
switch modules in one BladeCenter chassis. Each switch module will connect to
an external TotalStorage SAN32B-2 4Gb switch to provide full path redundancy.

Next, set up the external SAN32B, as described in 5.4, “IBM TotalStorage
SAN32B-2 Switch setup and configuration” on page 76.
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5.4 IBM TotalStorage SAN32B-2 Switch setup and
configuration
In this section, we discuss the configuration of the external switch used in our lab

environment. The switch is the IBM TotalStorage SAN32B-2 Switch, shown in
Figure 5-21.

SilkWeorm 4100

witch 10
Pull-out Tabs
Seral  Ethemat FC FC FC FG
Port Port Ports (0-7) Ports [3—15] P'c-rts-i15—23} Ports (24-31)
MM

Figure 5-21 IBM TotalStorage SAN32B-2 Switch

5.4.1 Installing the SAN32B-2 in an EIA cabinet

Refer to the Fixed Rack Mount Kit Installation Procedure that shipped with your
unit for instructions on installing the SilkWorm 4100 in a fixed rack.

76 IBM BladeCenter 4Gb SAN Solution



5.4.2 Configuring the SAN32B-2

The SAN32B-2 must be configured correctly before it can operate within a
network and fabric. The following items are required for configuring and
connecting the switch for use in a network and fabric:

» The switch connected to a power source

» A workstation computer that has a terminal emulator application (such as
HyperTerminal for Windows)

» An unused IP address and corresponding subnet mask and gateway address
» The serial cable provided with the switch

» An Ethernet cable

» SFP transceivers and compatible fibre cables, as required

» Access to an FTP server, for backing up the switch configuration

To configure the TotalStorage SAN32B-2, you must perform the following tasks:
“Providing power to the switch” on page 78

“Creating a serial connection” on page 78

“Connecting to the switch using the serial connection” on page 79

“Setting the switch IP address” on page 79

“Setting the SAN32B as the principal switch (optional)” on page 80

“Setting the time and date (optional)” on page 80

“Creating an Ethernet connection” on page 81

© N o o b~ w b~

“Launching Brocade Web tools” on page 81

9. “Configuring SAN32B” on page 83

10.“Installing optional Feature Licenses” on page 85
11.“Clearing the zone database” on page 92
12.“Building a dummy zone (optional)” on page 93

Caution: Do not connect the switch to the network until the IP address is
correctly set. For instructions on how to set the IP address, see “Setting the
switch IP address” on page 79.

Chapter 5. Brocade SAN configuration 77



78

Providing power to the switch
To provide electrical power to the SAN32B-2, perform the following:

1. Connect the power cords to both power supplies and then to power sources
on separate circuits to protect against AC failure. Ensure that the cords have a
minimum service loop of six inches available and are routed to avoid stress.

2. Power on the power supplies by flipping both AC switches to 1. The power
supply LED lights up green, and the switch begins running POST. The switch
requires a minimum of three minutes to boot and complete POST.

3. After POST is complete, verify that the switch power and status LEDs on the
left of the port side of the switch are green.

Note: Power is supplied to the switch as soon as the first power supply is
connected and turned on.

Creating a serial connection
To create a serial connection to the SAN32B-2, perform the following:

1. Remove the plug from the serial port and insert the serial cable provided with
the SAN32B-2.

2. Connect the serial cable to the serial port on the switch and to an RS-232
serial port on the workstation. If the serial port on the workstation is RJ-45
instead of RS-232, you can remove the adapter on the end of the serial cable
and insert the exposed RJ-45 connector into the RJ-45 serial port on the
workstation.

3. Disable any serial communication programs running on the workstation.

4. Open a terminal emulator application (such as HyperTerminal for Windows or
TERM in a UNIX® environment) and configure the application as follows:

— Ina Windows 95, 98, 2000, or NT environment:

¢ Bits per second: 9600

¢ Data bits: 8

e Parity: None

e Stop bits: 1

¢ Flow control: None

* In a UNIX environment, enter the following string at the prompt:
tip /dev/ttyyb -9600
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Connecting to the switch using the serial connection
To log in to the switch through the serial connection:

1. Verify that the switch has completed POST. When POST is complete, the port
status and switch power and status LEDs return to a standard healthy state;
for information about LED signals, refer to the SAN32B-2 Users Guide.

2. When the terminal emulator application stops reporting information, press
Enter to display the login prompt.

3. Log into the switch (Example 5-1) using admin with password password. You
will be prompted to change all the default passwords, or you can hit Ctrl-C and
escape to a prompt. If you do change the passwords, then please record the
changes and store securely. Recovering lost passwords may be disruptive to
operations.

Example 5-1 Serial connection login

Fabric 0S (IBM_2005 B32)

IBM_2005_B32 console login: admin

Password:****x**x

Please change your passwords now.

Use Control-C to exit or press 'Enter' key to proceed.

Password was not changed. Will prompt again at next login
until password is changed.
IBM_2005_B32:admin>

Setting the switch IP address
To replace the default IP address and related information:

1. Enter the ipAddrSet command (Example 5-2) at the terminal emulator
application prompt, and enter the requested information at the prompts.

Example 5-2 ipAddrSet command

IBM_2005_B32:admin> ipaddrset

Ethernet IP Address [9.42.17.9]: 9.42.171.9
Ethernet Subnetmask [255.255.255.0]:

Fibre Channel IP Address [0.0.0.0]:

Fibre Channel Subnetmask [0.0.0.0]:

Gateway IP Address [9.42.171.3]:

Issuing gratuitous ARP...Done.
2006/02/17-15:12:03, [WEBD-1007], 1,, INFO, IBM_2005 B32, HTTP server will be
re

started due to change of IP Address

IP address is being changed...Done.
Committing configuration...Done.
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IBM_2005_B32:admin>

2. Optionally, verify that the address was correctly set by typing the ipAddrShow
command at the prompt.

3. Record the IP address on the pull out tab (see Figure 5-21 on page 76)
provided for this purpose on the port side of the SAN32B-2.

Setting the SAN32B as the principal switch (optional)

When the SAN32B is used as the core switch for connecting multiple
BladeCenter chassis and other external switches then an optional step is to set
the SAN32B (or other core switch) as the principal switch. There is always one
principal switch in a FC fabric and its primary responsibility is to manage
domains IDs and rebuild the fabric when necessary. Typically, either the switch
that is first powered up or (in the case where all switches are powered
simultaneously) the switch with the lowest WWN will become the principal switch.
Another best practice is to perform all fabric management activity (for example,
zoning, and security changes when using the Advanced Secure option) from the
core switch regardless if the core switch is principal one.

While logged into the SAN32B using the serial port, use the fabricPrincipal
command (Example 5-3) to set the principal switch selection mode.

Example 5-3 fabricPrincipal command

IBM_2005_B32:admin> fabricprincipal 1
Principal Selection Mode enabled
IBM_2005_B32A:admin>

Setting the time and date (optional)

Set the switch time and date using the command-line interface (CLI). Switches
maintain the current date and time in flash memory and because the date and
time are used for logging, you should set them correctly.

1. Enter the date command using this syntax:
date "mmddHHMMyy"
Where:
— mm: Month (01-12)
— dd: Day (01-31)
— HH: Hour (00-23)
— MM: Minute (00-59)
— yy: Year (00-99)
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An example is shown in Example 5-4.

Example 5-4 date syntax

IBM 2005 B32:USERID> date

Fri Jan 29 17:01:48 UTC 2000
Brocade4Ghb:USERID > date "0227123003"
Thu Feb 27 12:30:00 UTC 2003
IBM_2005 B32:USERID >

2. Enter the tsTimeZone command to set the time zone using the syntax
tsTimeZone [houroffset[,minuteoffset]]. The default time zone is
Universal Time Conversion (UTC), which is 8 hours ahead of Pacific Standard
Time (PST)

— For Pacific Standard Time, enter tsTimeZone -8,0.
— For Central Standard Time, enter tsTimeZone -6.0.
— For Eastern Standard Time, enter tsTimeZone -5,0.
3. To synchronize time with an external source such as an NTP server:

— Enterthe tsclockserver command with the syntax tsclockserver ipaddr,
where ipaddr is the IP address of the NTP server that the switch must be
able to access.

4. The serial port is no longer required. Log out of the serial console, remove the
serial cable, and replace the plug in the serial port.

Creating an Ethernet connection
To create an Ethernet connection to the SAN32B:

1. Remove the plug from the Ethernet port.

2. Connect an Ethernet cable to the switch Ethernet port and to the workstation
or to an Ethernet network containing the workstation.

Note: At this point, the switch can be accessed remotely, by command line, or
by Brocade Advanced Web Tools. Ensure that the switch is not being modified
from any other connections during the remaining tasks.

Launching Brocade Web tools

Web Tools requires any browser that conforms to HTML Version 4.0, JavaScript
Version 1.0, and Java Plug-in 1.4.2_06 or higher. You can launch Web Tools on
any workstation with a compatible Web browser installed. Web Tools also
supports the HTTPS protocaol, if that protocol is enabled for the switch. For more
information about enabling the HTTPS protocol on your switch, refer to the Fabric
OS Administrator's Guide v5.0.1.
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1. Set the browser for optimum performance.

— Correct operation of Web Tools with Internet Explorer requires specifying
the appropriate settings for browser refresh frequency and process model.
Browser pages should be refreshed frequently to ensure the correct
operation of Web Tools.

— To set the refresh frequency:
i. Select Tools — Internet Options in the browser.
ii. Click General tab and click Settings (under Temporary Internet Files).

iii. Click Every visit to the page under Check for newer versions of stored
pages.

2. From Internet Explorer (Windows) or Mozilla (Linux) browser, enter the IP
address for your switch in the Address window box, then press the Enter key.
You should see a Web Tools session open that is similar to Figure 5-22.
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Figure 5-22 Web Tools initial window
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Configuring SAN32B

The default domain ID for every switch is 1. All Domain IDs in a FC fabric must be
different and range from 1-239. One naming convention is to use the last three
digits of the switch's IP address as the domain ID (assuming the address is less
that 239).

1. from the Switch View Button menu, select the Admin button. Log in to the
switch using the following information:

Login admin

Password password

IBM_2005_B32 - Switch Admin. - Microsoft Internet Explorer o ] 4

Switchiame: Swa_B32_a DomainlC: 9 WK 10000:00:05:1e:534:deca3 FriFek 17 2006 1:3:17:45 UTC‘

Switch | Networkl Firmwarel SNMPl Licensel Por‘tsl Userl Configurel Routingl Extended Fabric | A24 Servicel Tracel FICCM CUPl Trunkingl

~Mame and D
Name [Su3_E32_a Marufacturer Seril #  [LX0B0002413
Damain IDIQ Supplier Serial # (1070731
—Switch Statu Ernail Configuration
" Enable (% Disahle DS Server 1 |

DS Server 2 I

~Report
Domain Mame I

Yieww Report |
Remaove All

Apaply Refrezh |

. i

-
Changes to [Switch] Panel at; FriFeb 17 2006 154745 UTC _I
Changed Switch Name from “IBM_z005_B3z"ito “Swd_B32_A" _I
; I
Cloze the dialog @

Figure 5-23 Setting Domain ID and Switch Name

2. Set Switch Status to Disable (Figure 5-23). You must disable a switch before
changing the Domain ID.

3. Select the Domain ID of the switch.
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Guidelines for selecting Domain ID Numbers:

— Set unique domain numbers for each switch in the SAN. This allows for
simpler merging of fabrics if needed in the future.

— As a convention, consider setting the domain ID of each switch to the last
octet of its IP address.

— Be aware that the highest allowed domain number is 239.

— See Figure 5-24 as an example of both external switches and embedded
switch modules.

Assign switch module ... ASSION switch module
“A" Domain ID & BladeCenter “‘B" Domain ID 25

3)

T
()

ITTRTTTRTY )
-

o

Fabric B

has 4 external switches

Fabric A

has 4 external switches

Figure 5-24 Selecting Domain ID numbers

4. Enter this new Domain ID into the Domain ID field.

5. Set the switch's name to some unique and descriptive name. The switch
name will display in fabric views and event logs and simplify management.
The name can include up to 15 characters, must begin with a letter, and must
consist of letters, digits, and underscore characters, and no spaces. Setting
the switch name is recommended to simplify locating switch module and
fabric management. For example, the switch name Sw9_B32_A indicates
Switch Domain 9 is a B32 in Fabric A.
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6. Go to the Configure tab (Figure 5-25) and ensure that the Switch PID Format
field is set to Format 1. Switch PID is the default setting for all Brocade
products and is recommended for all new SAN installs. All switches in the
SAN fabric must use the same Switch PID format. If the SAN32B is being
connected to an existing SAN Fabric that is not using Switch PID 1, then see
“Building the Brocade SAN fabric” on page 101".
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o
: |
| Disapied Switch
3 =
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i 7]

Figure 5-25 Verifying Switch PID Format window

7. Return to the Switch tab and set Switch Status to Enable. Click Apply.

Installing optional Feature Licenses

Install any additional Feature Licenses, if necessary. For the SAN32B the
optional licensed features include Extended Fabrics, ISL Trunking, Advanced
Performance Monitoring, Advanced SAN Security, and CUP (used for Mainframe
environments only).
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1. Access and record the LicenselD (Figure 5-26) (same as the World Wide
Name (WWN) from the Brocade SAN32B switch module). The LicenselD is in
the form 10:00:xx:xx:xX:XX:XX:XX, Where xx values are unique to each switch
module.

SN X}HO00000280

Brecade” Fabric Watch *32R1855XX000390"

®
Tor IBM BladeCenter” 4Cb Modules B BY: 32ARS6

To activate and use these optional licensed 1M Cpticn BN 3221 D55 for 10; T2R1 SSEAX 00030
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Correspondir’]g Options and receive alicense IMPORTANT: DO NOT DISCARD WITHOUT READING
1. Aceess and recard the World Wide Name (WWHN) fromthe Brocade S AN switch
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of e switel moduls) Log inas the USERID user and enter your swilch imadule
N ote: hc you purchased the Opti onal features g;ﬁ:grﬂt}tﬁnﬂn&m:‘.}mmeIDsnnwcnmlmnd. This command displays the WwN
and the switch tog ether then the Paper_pak . Gotothe following Web siteto per feature act vation key for vour switch module:
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I
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contains the feature activation key.
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=
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Figure 5-26 Option License Paper-Pak example
2. Using Brocade Advanced Web Tools, look in the switch information window to
find the LicenselD (see Figure 5-22 on page 82).

3. Go to the following Web site to get feature activation key for your switch
module:

http://www.ibm.com/storage/key

a. Enter your e-mail address, switch module license ID, and the transaction
key below on the Web page. Please note that the LicenselD should be
entered into the WWN field.
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http://www.ibm.com/storage/key

IBM Storage Area Network {SAN) Software License Keys | IBM TotalStorage S

Edit  Wiew

Eile

Eavarite:

b. The Web site (Figure 5-27) will provide you a feature activation key and
send you an e-mail with the information. Write the feature activation key in
the space provided on your Paper-Pak for future reference. Store the
Paper-Pak in a secure location.
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Figure 5-27 Brocade Feature Activation Web page
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4. Use Web Tools to enable the licensed feature. Under the Admin Window,
select the License tab and use the Add button to add the License Keys (see
Figure 5-28).

/2 Sw9_B32_A - Switch Admin. - Microsoft Internet Explorer o ] 4|

SwitchMame: Swd B32_A DomainiD: 9 Wi 1 0000:00: 051 e S3ddesas FriFekb 17 2006 15:23:54 UTC‘

Switchl Networkl Firmwarel SHMP  License | Portsl Userl Configurel Routingl Extended Fabric | &4.2 Servicel Tracel FICOM CUPl

License Key Feature(s)
SebRRA9yRITIcSSh Wik
h3ebzroczcafcll Fatbric
boRzeszeRdouWiig Portz on Demand license - additional § port wpgrade Ports on Demand license - additional § port upgrade
boRzesSzeRdee=0fy Fabric: \Watch
byyESRORRORCZZTS0 ZFoning
4 | i
Acd | Remove | Close | Refresh |

. 4

Changed Switeh Nawe frok “BM_2005_R22% tp "owg_B32_ A" J
==
Ao o remove festure licenses., @

Figure 5-28 License Management window

5. The Add License dialog box appears and you should type or paste the
Feature Activation License Key in the field (see Figure 5-29 on page 89).
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+} Add License - Microsoft Internet Explor o ] 4

Add License Key to Switch 8w9 B32 A
witch World Wide Name: 10:00:00:05:1e:34:de:a3

License Key: |bciRzeSzeRdosS0t)|

Add License

Or contact your Technical Support Representative.

=

Figure 5-29 Adding a License Key

6. Select Please click here to add more licenses and continue adding

licenses keys until complete (Figure 5-30).

4§ http:/9.42.171.97addLicense.htmli?orig ==l

r
http:/J2.42,171.9/addLicense. html?origir

The license key hdRzeSzeRdoe has peen added
successfully. Please refresh the Licence Admin Panel
to see the new license values.

The folloying feature(2) were added.
&« Performance Monitor

¢ Trunking

Please click here to add more licenses.

Please click here to close the window.

Figure 5-30 Adding more licenses
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7.Click Refresh on License tab to verify that the new License has been added to
the Feature List (see Figure 5-31).

/3 Sw9_B32_A - Switch Admin. - Microsoft Internet Explorer o ] e
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Figure 5-31 Verify licenses
7. If installing a Ports-on-Demand Upgrade license onto the B32 switch, then
you must take additional steps to enable the newly added ports.
a. Go to the Ports tab under Admin.

b. The newly added ports will be licensed but not enabled. Check all boxes
under the Enable Port column for each new port that you wish to enable.

c. Click Apply (see Figure 5-32 on page 91).
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Figure 5-32 Enabling newly licensed ports

Important: You should securely store the LicenselD and all the License Keys
for every switch. Keeping this information available helps recover licenses if
licenses are accidentally removed. Also, you or service personnel will need
the licenses to reinstall these features in the event that a field replacement unit
(FRU) is required.

Below are the best practices for storing license information.

1. Keep hard copies of licenses and store them securely:
a. Writing License Activation Keys on the original Paper-Pak forms.
b. Printing a screen capture of the licenses from Web Tools.

c. Telnet into the switch module and issue the 1icenseShow command and
then print the results.
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d. Remove the white labels from the Paper-Paks and add them to the front,
side, top, or bottom of the switch. Adding labels to the side of switch
module requires a power down and should be performed before going into

production.
e. Print a copy of the switch configDownload file (see Figure 5-33).

/} Sw10_B32_B - Switch Admin. - Microsoft Internet Explorer _ o] x|
Tue Feb 21 2008 20:36:09 UTC‘
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Figure 5-33 Downloading Switch configuration

f. Keep softcopy files of licenses and other critical switch information by
using the configDownload function in the Configure tab under Admin.

Clearing the zone database

Zoning is a feature of FC switches that allow the SAN administrator to control
device connectivity using zones (small private SAN groups). A single SAN fabric
may contain none to many zones. Multiple zones may be grouped into a zone
configuration (or zone config). Brocade switches allow multiple zone config
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groups to be defined, but only one zone config group may be active within that
SAN fabric.

Switches that have conflicting active zone configs or definitions will not merge to
become one fabric. The SAN32B is shipped with no zone definitions. However, if
the switch was used in a pre-production or lab SAN environment, then often zone
definitions are on the switch. Therefore, it is important to clear all zone data from
switches before adding them to an existing SAN fabric.

1. Ensure that the switch is not connected to any other switch. Otherwise, you
may accidentally clear zone configuration for the entire fabric.

2. Open Web Tools and launch the Zone Administration module. Click the
Zoning icon located in the Fabric Toolbar in the lower left corner of Web Tools
window. You may need to log in to the switch if you are not already logged in.

3. Select Actions — Clear All.

4. The Disable Config warning displays. Click Yes to do all of the following:
a. Disable the current configuration.
b. Clear the entire contents of the current Web Tools Zone Admin buffer.

c. Delete the entire persistent contents of the fabric zoning database.
Note: This action is not recoverable.
5. Next, determine if you need to build a dummy zone on the SAN32B.

Building a dummy zone (optional)

Brocade products by default allow all devices full connectivity when there are no
zone definitions. A good practice during the initial building of the SAN fabric is to
create a dummy zone that prevents all device connectivity until you define the
necessary zones. In our solution here, the SAN32B acts as the core switch for
SAN switch modules. So we will create a dummy zone on the SAN32B before
connecting the SAN switches modules or other devices. The dummy zone will
consist only of the WWN of the SAN32B and thus preventing all other devices
access until proper zones can be defined.

1. Open Web Tools and launch the Zone Administration module. Click the
Zoning icon located in the Fabric Toolbar in the lower left corner of Web Tools
window. You may need to log in to the switch if you are not already logged in.
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2. While in the Alias tab (Figure 5-34), click Create to create an Alias with the
name of the switch, for example, Sw9_B32_A. You will see the new Alias
name in the window.

A Sw9 B32 A - Zone Admin. - Microsoft Internet Explorer | 0] x|

File Edit View Actionz Toolg

Wixed Zoning E Effective Confice Fabric_A_Zones

Mise | zone | Guickcop | Fabric ssst| canfi |

hlarne ISWEI_EEIE_A_WWN ;I Creste | Deelete Rename
Merrber Seiectian LISt Alla3 Members
FHE] Ports & Ritaching Devices —i13 BROCADE COMMUMCATIONS S STEM:
[ i s AddFA Host = |

[E] &L _Pas wl
Adld Other Host.. |

Switch Sommit Messages:
Zone Adrmin opened at Tue Fehb 21 2008 161240 UTC

Laading infarmation from Fabric... Done @

Figure 5-34 Zone Management window

3. Select the Alias you just created. It should be seen in the Name box. Then
click the Add Other button.
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4. Enter the WWN of the device and click OK (Figure 5-35). The window shown
in Figure 5-36 should appear.

x

Enter W\t or Domain Area or Gloop[Al _PA] value:

1000000212 34.decas

0K Cancel |

Java Applet bWwindow

Figure 5-35 Creating an Alias
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Figure 5-36 Defining the Alias

Chapter 5. Brocade SAN configuration 95



5. Enter the WWN (License ID) (Figure 5-37) of the SAN32B and click OK.

X

Enter W\t or Domain Area or Gloop[Al _PA] value:

1000000212 34.decas

0K Cancel |

Java Applet bWwindow
Figure 5-37 Entering the WWN of the switch to define the alias
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6. Go to the Zone tab (Figure 5-38) and click Create. Name the zone Fabric_A
Dummy Zone for Fabric A or Fabric_B_Dummy_Zone for fabric B.

-"ESWB?BSZJ\ - Zone Admin. - Microsoft Internet Explorer _ IDIlI

File Edit View Actions Tools

Mixed Zoning E Effective Config: None

Alias Zone | uickloop | Fabric Assist | confis |
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Add Other

Switch Commit Messanes:
Zone Admin opened at Fri Feb 17 2006 15:58:08 UTC

Loading information from Fabric... Done EI

Figure 5-38 Creating a new zone
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7. Expand the Aliases folder (Figure 5-39) in the left side of window. Find and
highlight the alias with the switch WWN and click Add Member.
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Switch Commit Messages:
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Loading information from Fabiric... Done ]

Figure 5-39 Mixed Zoning

8. Click the Config tab (Figure 5-40 on page 99) and create a new Config titled
Fabric_A_Zones (or B).
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Figure 5-40 Creating a new zone config

9. Expand the Zones folder (Figure 5-40) on left side of window, highlight the
dummy zone (Fabric_A_Dummy_Zone), and click Add Member.

10.Click Action in the top toolbar of the Zone Management window and select
Enable Config. Then select Fabric_A_Zones (Figure 5-41) and click OK.

x

Please select a config to enakle:

ok | cance |

Java Applet Window

Figure 5-41 Enabling a zone config
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11.Watch the window and wait for zone commit to complete. It may take several

seconds. In the Zone window, verify that Fabric_A_Zones is the Effective
Config (Figure 5-42).

/2 Sw9_E32_A - Zone Admin. - Microsoft Internet Explorer |

o
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= Remove Member |
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IS sfully itted the ci to the fabric.
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Figure 5-42 Viewing Effective Config

SAN32B setup is complete

Repeat the setup process for all external switches. For this solution, there are
two SAN32B switches, one each for Fabric A and B.

Once the SAN32B switches are setup, connect the Brocade 4Gb SAN Switch

Modules in the BladeCenter, as described in 5.5, “Building the Brocade SAN
fabric” on page 101.
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5.5 Building the Brocade SAN fabric

This section details steps for connecting the FC switches to build a SAN fabric.
Since this solution has redundant SAN fabrics for increased availability, you must
repeat the steps for the second fabric. No optional licenses are required to
connect the Brocade switch module to the SAN32B. You may start with a single
switch and then scale.

For this specific solution, we are using the optional advanced feature ISL
Trunking and building 8Gb Trunks between the switch module to the SAN32B.
Using ISL Trunking enhances the performance, availability, and manageability of
the SAN fabric. However, ISL Trunking licenses are not required to build this or
any SAN solution.

If you are not using ISL Trunking feature, then simply skip the Brocade ISL
Trunking section and proceed to 5.5.4, “Connecting Brocade 4Gb SAN Switch
Module to SAN32B” on page 105.

5.5.1 Brocade ISL Trunking

ISL Trunking optimizes network performance, availability, and manageability by
merging multiple ISLs (inter-switch links) into a single logical entity called the
trunk group. The trunk group offers these beneficial characteristics:

» Enhanced Performance: ISL Trunking distributes FC traffic at the frame level
across the shared bandwidth of all member links with in-order delivery.

» Simplified ISL Management. ISL Trunking reduces or eliminates situations
that require individual ISL configuration to achieve optimal performance and
also simplifies fabric design and management (for example, one 12Gb Trunk
is simpler to manage than three 4Gb ISLs).

» Increased SAN Availability: ISL Trunking enhances ISL availability by
reducing the effects of ISL failures propagating within the SAN fabric. Since
the trunk entity is comprised of multiple ISL links, then the failure of one
member link does not cause a fabric re-route to occur.

» Lower Total Cost of Ownership: By improving SAN performance, availability,
and manageability, ISL Trunking requires fewer ISLs, thus freeing FC ports
and lowers the TCO of the SAN solution.
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The Brocade 4Gb SAN Switch Module ISL Trunking feature allows for two trunk
groups with up to three ISL connections each between itself and any other
Brocade switch that has an ISL Trunking license installed. Each trunk group
allows for three ISLs to merge logically into a single 12 Gbps link between
switches (Figure 5-43). It is compatible with both short wavelength (SWL) and
long wavelength (LWL) fiber optic cables and transceivers.

I ]
12Gb TRUNK ..:
iy
| 0
12Gb TRUNK =&

Figure 5-43 Six ISLs become two 12Gb ISL Trunks

5.5.2 Dynamic Path Selection (DPS)

102

The Brocade 4Gb SAN Switch Module also offers a performance enhancing
feature called Dynamic Path Selection (DPS). DPS is a routing scheme that
optimizes fabric-wide performance by automatically routing data to the most
efficient available path in the fabric. While ISL Trunking can balance traffic at the
most granular level (the FC frame) DPS balances loads at the FC Exchange level
such as a SCSI read or write. DPS augments ISL Trunking to provide more
effective load balancing in certain configurations, such as routing data between
multiple trunk groups. As a result, a combination of DPS and ISL Trunking
provides the greatest design flexibility and the highest degree of load balancing
(see Figure 5-44 on page 103).
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Figure 5-44 DPS with ISL Trunking offers 24 Gb of balanced performance

5.5.3 Trunking criteria

On the Brocade 4Gb SAN Switch Module, all trunking ports must meet the
following criteria for standard distance trunking:

>

>

>

>

There must be a direct connection between participating switches.

Trunk ports must reside in the same port group (see Figure 5-45 on page 104
and Figure 5-46 on page 104).

Trunk ports must run at the same speed (either 2 Gbps or 4 Gbps).

Trunk ports must be E_Ports.

Cable lengths for participating links should differ by no more than 550 meters.
Trunk ports must be set to the same ISL mode (LO is the default).

This feature is not supported in interoperability mode.

For more information about ISL Trunking in general or Trunk Groups on other
Brocade switch models, refer to the Brocade Fabric OS Administrator's Guide.
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The diagrams in Figure 5-45 and Figure 5-46 shows the possible Trunk Groups
on the Brocade 4Gb SAN Switch Module and the SAN32B.
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Figure 5-45 ISL Trunk Groups for 4Gb SAN Switch Module
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Figure 5-46 SL Trunk Groups for SAN32B
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5.5.4 Connecting Brocade 4Gb SAN Switch Module to SAN32B

In this section, we will connect the 4Gb SAN switch module to the TotalStorage
SAN32B.

1.

Power off all server blades in BladeCenter before connecting the switch
module to the external SAN Fabric to minimize port logins.

Install the SFP transceivers in the Fibre Channel ports, as required. All SFP
transceivers must be 4Gb capable for 4Gb end-to-end bandwidth. Otherwise,
the switches will negotiate to the highest, common supported speed (for
example, 1Gb or 2Gb).

You should connect the switches as though you are using the ISL Trunking
feature. This allows you to add ISL Trunking in the future without rearranging
the cables.

Installing SFP transceivers:
a. Remove the plugs from the FC ports to be used.

b. Position a transceiver so that it is oriented correctly and insert it into a port
until it is firmly seated and the latching mechanism clicks.

c. Repeat steps a and b for the remaining ports, as required.

Note: The transceivers are keyed to ensure correct orientation. If a
transceiver does not install easily, ensure that it is correctly oriented.

Orient a cable connector so that the key (the ridge on one side of
connector) aligns with the slot in the transceiver. Then, insert the cable into
the transceiver until the latching mechanism clicks.

Connect one fiber cable between the SAN switch module and the SAN32B.

Caution: A 50 micron cable should not be bent to a radius less than 2
inches under full tensile load and 1.2 inches with no tensile load.

Tie wraps are not recommended for optical cables because they are easily
over-tightened.

Observe the LED to ensure the link initializes correctly. The Port Status LED
should be solid green for both the SAN32B and switch module. Figure 5-47
on page 106 shows the LED definition for the switch module.
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Figure 5-47 Brocade 4Gb Switch Module LED definitions
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If the link does not come online, here are some simple steps to troubleshoot:
— Check the SFP transceiver and cable seating.

— Check that the switch modules external ports are enabled in the
Management Module GUI.

— If that does not correct the issue, then disconnect the switch module and
try the following steps:

i. Using the Zone Management tool, clear the zone configuration.

ii. Using the Admin tool under the Configure Fabric tab, verify the Switch
PID formats for the switch module and SAN32B match (Format 1).

iii. Using the Admin tool under the Switch tab, verify that the Switch
Domain ID is different from the SAN32B match.

iv. Using the Admin tool under the Ports tab and Speed column, ensure
that the switch module and SAN32B ports are set for AN
(auto-negotiate).

v. Using the Admin tool under the Ports tab and Long Distance column,
ensure that the switch module and SAN32B port settings match (the
default is LO).

vi. Open the Management Module GUI and Power Down switch module.
vii. Reconnect the cable between the SAN32B and switch module.
viii.In the Management Module GUI, power on the switch module.

— If these steps do not correct the problem, you can refer to the
Troubleshooting chapter in the Brocade Fabric OS Administrator's Guide
that is included on the SAN Switch Module Documentation CD.
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— If you cannot determine the issue, then contact your SAN or BladeCenter
supplier for support.

5. Once the first link is online, repeat the steps to connect the remaining links
between the switch module and external switch.

6. Open Web Tools and click the Topology icon in the Fabric Toolbar in lower
left of window. Verify that the switch module has merged with the external
fabric.

7. For the switch module, go to the Web Tool Switch View and verify that the
effective zone configuration transferred from the SAN32B. In our case, the
effective zone configuration is Fabric_A_Zones.

8. This completes building Fabric A. Repeat these steps for building Fabric B.
9. Proceed to 5.6, “Connecting storage and servers to SAN fabric” on page 111.

5.5.5 Using ISL Trunking (optional)

If an ISL Trunking licenses is installed on both the switch module and external
switch, then ISL Trunks should form when connecting the two switches. Review
the criteria for building ISL Trunks at the beginning of this section and then use
these steps to verify that the trunk groups form correctly.
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Building ISL Trunks with an initial SAN setup
If ISL Trunking licenses are installed on switches before the SAN fabric is built,
then follow these steps:

1. Follow steps 1-4 in “Connecting Brocade 4Gb SAN Switch Module to
SAN32B” on page 105 to connect the initial link between the switch module
and external switch.

2. Verify that a Trunk group has been formed. In Web Tools, click the Admin
button and log in.

3. Select the Trunking tab and verify that the trunk group has formed (see

Figure 5-48).
4} S5M47_BCHZ_bay3 - Switch Admin. - Microsoft Internet Explorer o ] 3
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Figure 5-48 Viewing Trunk groups

4. Connect additional links between the switch module and external switch trunk
port groups. Allow the links to establish.
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5. On the Admin Trunking window, click the Refresh button and view the
Member Ports column. Verify that the new link is now a member of the same

Trunk group (see Figure 5-49).
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1 |D |D, 15 |
Close Refresh |
\
=]
[simrmning]: Fabric wil reconfigue, use "Refresh” button to updete viewes.
[Switch Administration closed] Fri Feb 17 2006 17:04:54 UTC
[Switch Administration opened) Fri Fek 17 2006 17:14:44 UTC
=l
Replace current views with newy deta from switch O

Figure 5-49 Viewing a two member trunk

6. Repeat, adding cables and verifying trunk members as necessary. The SAN
32B supports trunk groups up to eight members and up to 32 Gb of
bandwidth. The Brocade 4Gb SAN Switch supports up to two three-member
trunk groups of 12 Gb each.

7. This completes building Trunks for Fabric A. Repeat the steps for Fabric B.
8. Proceed to 5.6, “Connecting storage and servers to SAN fabric” on page 111.
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Adding ISL Trunks to an existing SAN fabric

If ISL Trunking licenses are added to Brocade switches in an existing fabric (for
example, the switches are already connected), then follow the following steps to
enable ISL trunks groups:

1. Add ISL Trunking licenses to the switches.

2. Initialize the ports being used for ISLs so that they recognize that trunking is
enabled. This procedure only needs to be performed one time from either the
switch module or the external switch.

Enabling Trunk Groups from the 4Gb SAN switch module

1. Reinitialize the external ports from the Management Module GUI. Simply
disable and then re-enable the External Ports (see Figure 5-50).
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Figure 5-50 Disabling/Enabling External SAN Switch Module Ports

2. Verify that trunk members have been formed by viewing the Admin Trunking
tab.
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Enabling Trunk Groups from the external switch

1. Using Web Tools, go to the Admin Port window. Uncheck the Enable Port
check box for all ports that are ISLs (E-Ports).

2. Click Apply. The ports are now disabled.

3. Check the Enable Port check boxes for these same ports and click Apply.
The ports are now enabled.

4. Click the Trunking tab and verify that these ports have become members of
the trunk groups.

This completes adding ISL Trunking for Fabric A. Repeat for Fabric B.

5.6 Connecting storage and servers to SAN fabric

This section details the recommended steps for connecting server and storage
devices to your redundant SAN fabrics. Other than cabling the devices to the
SAN fabric, all these steps are best practice procedures and not firm
requirements.
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5.6.1 Connecting DS4800 to SAN fabric
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The DS4800 is configured with dual redundant controllers (A and B). Each
controller has four channels to external servers or SAN fabrics. We recommend
connecting at least two channels per controller to the redundant fabrics. This
allows access to each controller if there is a link failure (see Figure 5-51).

BladeCenterH
{ Brocade Switch Modules

8GhISL
Trunks

SAN32B

Fabric A

Fabric B

"w-SAmazB""”“

Figure 5-51 Fully redundant 4Gb SAN Solution

The ideal steps for connecting devices to SAN fabric are the following:

1. Ensure that proper SFP transceivers are firmly seated in the switch ports. For
end-to-end 4Gb solutions, 4Gb SFP transceivers must be used and the
connecting device must be 4Gb capable. Otherwise, the devices will negotiate
to the highest, common supported speed (for example, 1Gb or 2Gb).
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2. For the external switches, pre-assign ports to specific devices.

An example for the SAN32B is shown in Figure 5-52. Here ports 0-7 are
pre-assigned to Storage Devices. Ports 8-15 are pre-assigned for non-bladed
servers. Ports 24-31 are pre-assigned for ISLs from other switches or switch
modules. Ports 16-23 are unused and may be assigned as the SAN grows.

Serial  Ethernet FC FC C
Port Fart Farts {0-7) Ports (8-15) Farts |16 23 Pl:urts -f'd 1)

i .

Ports 07 Parts 215 Ports 16-22 Ports 2424
Sforage Sarvars nusad 15Ls

Figure 5-52 Port assignment for SAN32B

3. Power down the storage device (for example, the DS4800).

Note: If powering down the storage device is not possible, then disable the
switch ports assigned to the storage device.

4. Connect the fiber cables between the switch and the ports on the storage
controller. Listen for the latching mechanism to click and lock into the
transceiver.

Note: Ensure that you connect cables from DS4800 Controller A to
SAN32B in Fabric A and Controller B to SAN32B in Fabric B.

5. Power up the storage device to add one device.

Note: Enable the switch port if the storage was connected while powered
up.
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6. Verify that the device successfully logged into the switch.
a. The Port Status LED should be solid green.

b. Check the Name Server table for the device information. The Name Server
table is accessed by clicking on the Name Server icon at the bottom of the
Fabric Toolbar area in Web Tools. The Name Server table will list the
devices logged into the fabric, as shown in Figure 5-53.

A} brocade4Gb - Name Server Table. - Microsoft Internet Explorer N =] 3
Name Server
[” Auto Refresh  Auto-Refest rtersl |15 SECONE Mumber of Devices: 2
Al Davices I
“ Domain | Port # | Port ID |P0r1 Type | Device Port Wik | Device Mode Wi | Device Marme |FDMI Host |
a7 |2 510200 M |20 34 00: 00 b1 1:1 508 2004 00: 00081 1:1 505 [[Ze1mEM 1815 FastTos1ar |
a7 s |1 0600 n |20 25, 0080 & 11:15:06 |20:04: 00 a0k 1101506 [lza1"EM 1815 FastTogr4r |
4 | |
[retail e | Aceessible Devices | Reiresh | Print | Close
Refreshing Mames Server Informetion. .. done

Figure 5-53 Viewing devices in the Name Server Table

7. Check proper device connectivity on both Fabric A and B.

8. The storage devices are now connected to the SAN fabric. Next, connect the
server blades to the SAN fabric.

5.6.2 Connecting server blades to the SAN fabric
In this section, we discuss connecting the server blades to our SAN fabric.

1. Ensure that proper SFP transceivers are firmly seated in the switch ports. For
end-to-end 4Gb solutions, 4Gb SFP transceivers and the FC daughter card

must be used.
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2. Install the 4Gb FC daughter card into the server blades if you have not done
S0.

3. Configure the daughter card.
4. Install and power up the server blade. Allow it to fully boot.

5. Check the switch modules Web Tools window to ensure that the server blade
successfully logs into the switch module. The Port Status LED should be solid
green to indicate a good connection.

6. Verify that it successfully logged into the switch module. From Web Tools,
check the Name Server in the Fabric Toolbar and check that the blade
server's FC daughter card WWN is listed. Repeat for switch modules A and B.

7. Power up and verify each blade server one at a time.

8. Once the blade servers and associated storage devices are powered up and
connected to the SAN fabric, you may create zones to allow proper device
connectivity. See “Zoning to control device connectivity” on page 115 for more
information.

5.7 Zoning to control device connectivity

In this section, we establish zoning to control the fabric and storage connectivity.

5.7.1 Zoning overview

Advanced Zoning is a licensed Brocade product that allows partitioning of a
storage area network (SAN) into logical groupings of devices that may access
each other. These logical groupings are called zones. Zoning definition may be
managed from any Brocade switch in the fabric and all changes are propagated
to the rest of fabric. As a best practice, manage zones from the switch with the
latest FOS version. If all switches have same FOS versions, then manage the
zones from the core switch.

You can use Advanced Zoning to customize environments and optimize
resources:

» Customize environments: You can use zones to create logical subsets of the
fabric to accommodate environments, such as closed user groups or
functional areas within the fabric. For example, you can identify selected
devices within a zone for the exclusive use of zone members, or you can
define a zone to create separate test or maintenance areas within the fabric.

» Optimize resources: You can use zones to logically consolidate equipment for
efficiency or to facilitate time-sensitive functions; for example, to create a
temporary zone to back up non-member devices.
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A zone is a specified group of fabric-connected devices, also called zone objects,
which communicate to one another. Any zone object connected to the fabric can
be included in one or more zones.

Zones can overlap, that is, a zone object can belong to more than one zone and
a fabric can have multiple zones.

Multiple zones may be grouped into a zone configuration (also called a config). A
fabric can have any number of resident zone configurations; however, only one
active configuration can be enabled at a time.

Individual zones cannot be enabled. Only one zone configuration may be
enabled within a SAN fabric.

Note: After a zone configuration is enabled, if a device is not explicitly defined
in a zone, that device is isolated and inaccessible by other devices in the
fabric.

From previous steps in the SAN32B setup and configuration, there is an Effective
Config called Fabric_A_Zones. This config consists only of a dummy zone that
prevents all devices from seeing each other. The upcoming steps will add useful
zones to this configuration so that the servers can access the storage.

5.7.2 Managing zones with Web Tools
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You can monitor and manage zoning through the Web Tools Zone Admin module.

1. Ensure that server and storage devices are connected and logged into the
SAN fabric.

2. From the SAN32B in Fabric A, click the Zone Administration icon in the
Fabric Toolbar to access the Zone Admin module, as shown in Figure 5-54 on
page 117.
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Figure 5-54 Zone Administration window

5.7.3 Building zone aliases

A zone alias is a name assigned to a device or a group of devices. By creating an
alias, you can assign a familiar name to a device or group multiple devices into a
single name. This simplifies cumbersome data entry and allows an intuitive
naming structure for non-descriptive items, such as port numbers or a WWN. For
example, you can use the name BC7_Blade3_Win2K_A as an alias for the FC
daughter card port WWN 21:00:00:80:33:3f:aa:11.

1. Select the Alias tab and click Create.
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2. Create a unique Alias name for port A of the FC daughter card server blade.
Here we used BCH2_Blade7_FabricA (see Figure 5-55).

Create Mew Alias x|
Alias narme
BCH2_klade? _Fabrict,
o carcel |
Java Applet ‘window

Figure 5-55 Creating an Alias name server blade 7

3. On the left hand side of window, fully expand the Port & Attaching Devices
tree. All switches in the fabric will be shown. Find and expand the SAN Switch
Module. If there are multiple switch modules, then they can be differentiated
by their switch name (if you assigned them unique switch names) or domain
IDs.

4. Find the correct port on the switch module. In this case, we are looking for
port 7 that is connected to blade 7. Expand port 7 until the WW Port Name
(WWPN) is shown. For each device, the WWPN will be the second (inner)
WWN shown in the Port tree. The first (outer) WWN is called the WW Node
Name (WWNN). Always use the WWPN for the most secure zoning (see
Figure 5-56 on page 119).
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Figure 5-56 Finding WW Port Names of devices

5. Highlight the WWPN and click Add Member. Now the Alias is assigned the
WWPN for the server blade.

6. Repeat these steps for all server blades in Fabric A. Assign each server port a
unique and descriptive name.
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7. Next, click Create to create Alias names for the storage ports. Here, we
create the Alias name DS4800_Ctrl_A_Ch3 and will assign it the WWPN for
channel 3 on the DS4800 controller A, as shown in Figure 5-57

Create Mew Alias x|

Aligs name
DS4500_Ctrl A Cha|

o | camea |

Java Applet ‘window
Figure 5-57 Creating the Alias name for the storage port

8. From the Zone Administration window under Ports and Attaching Devices,
find the SAN32B and expand the port connected to Channel 3 of Controller A

of the DS4800.

9. Highlight the WWPN for the storage port and click Add Member (see
Figure 5-58 on page 121).
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Figure 5-58 x-x. Assigning WWPN of storage port to Alias

10.Repeat assigning alias names for all storage ports in Fabric A.

5.7.4 Building zones

Once the alias are created, we can now build zones. Useful zones may be as
small as two devices or as large as all the devices in the fabric. Zones may be
based on operating systems, departments, applications, or any other scheme.

The best zoning practice is building zones based on single FC adapter ports,
commonly known as Host Bus Adapter (HBA) zones.

Zoning by single HBA most closely re-creates the original SCSI bus. Each zone
created has only one HBA (initiator) in the zone; each of the target devices is
added to the zone. Typically, a zone is created for the HBA and the disk storage

ports are added. If the HBA also accesses tape devices, a second zone is
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created with the HBA and associated tape devices in it. In the case of clustered
systems, it could be appropriate to have an HBA from each of the cluster
members included in the zone; this is equivalent to having a shared SCSI bus
between the cluster members and presumes that the clustering software can
manage access to the shared devices. In a large fabric, zoning by single HBA
requires the creation of possibly hundreds of zones; however, each zone
contains only a few members. Zone changes affect the smallest possible number
of devices, minimizing the impact of an incorrect zone change. This zoning
philosophy is the preferred method.

1. Select the Zone tab.

2. Click Create and enter a unique zone name for a specific server-storage
combination (see Figure 5-59). Here we name the new zone Zn_
BCH2_Blade7_DS4800_A. We use the prefix Zn to designate that this name
is a zone name. The BCH2 represents the specific BladeCenter chassis;
Blade7 the blade server and DS4800 the storage device.
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Figure 5-59 Creating a new zone name
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3. Expand the Alias tree in the left hand side of the zone window. Highlight the
Alias name for correct server blade and click Add Member. Also add to the
zone the Alias names for the DS4800 ports (see Figure 5-60).
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Figure 5-60 Adding Members to a zone

4. Repeat the steps to create and populate zones for each blade server. The
DS4800 ports should be included in the zone if that server blade will need to
access storage on the array.

5. Once all the zones are built, we need to create a zone configuration.
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5.7.5 Building and enabling zone configurations

As discussed earlier, a zone configuration (also called a config) consists of zone
definitions. There many be multiple zone definitions defined, but only one config
may be enabled within the fabric. This enabled zone configuration is called the
effective config. In this case, the Effective Config is Fabric_A_Zones, which
currently consists only of the Fabric_A_Dummy_Zone. We will now add the newly

created zones to this zone configuration.

1. Select the Config tab and ensure that Fabric_A_Zones is in the Name box.
Then expand the Zones tree, as shown in Figure 5-61.
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Figure 5-61 Zone config window

124 IBM BladeCenter 4Gb SAN Solution



2. Highlight and add the server blade zones to the config (see Figure 5-62).
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Figure 5-62 Adding members to a zone config
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3. Enable the zone config with the new zone definitions. From the upper tool bar,
select Actions and Enable Config (see Figure 5-63).
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Figure 5-63 Options for zone actions

4. The Enable Config dialog box will appear. Select the proper zone config name
and click OK (see Figure 5-64 on page 127).
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Figure 5-64 Enable Config dialog box

5. A warning dialog box will appear. Click Yes (see Figure 5-65).

Enable Config Fabric_A_Zones El

You are about to enable the Zoning Configuration: Fabric_& Zones,
@ This action will replace the old zoning configuration
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Do you want to enable configuration Fabric_a_Zonesy

dava Applet Window
Figure 5-65 Enable Config warning

6. The activity window in the lower portion of window will inform you when the
zone config commit is successful. Wait until the commit is complete before
attempting other activities.

7. The new zone config is now effective.

Note: If you do not enable the new config, then you should save the
changes you have made. Any changes you make in the Zone Admin
module are held in a buffered environment and does not update the zoning
database until you save the changes. If you close the Zone Admin module
without saving your changes, your changes are lost.

To save your changes, select Actions — Save Config Only.
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8. Select File — Print Summary from the upper toolbar. Use the resulting
printout to help the map server's WWNs to Storage Volumes (see
Figure 5-66).

Note: You can also print out helpful device information from the switch
Name Server window.

3 Zoning Configuration summary

[l

Currently effective configuration on the Fabric: Fabric_&4 Zones

Zone DB Max size for the fabric - 258798 bytes

Zone DE to be commicted [approximately)] - 665 bytes

Tou have defined the following zoning database(may not be committed yet):
hliases:

BCHZ bladeb Fabricd:

QLOGIC CORP. Z1:00:00:e0:5h:85:2h: 58

ECHZ_blade6_Fabrici:
QLOGIC CORP. 21:00:00:e0:8b:85:82:57

BCHZ_blade? Fabrich:
QLOGIC CORF. 21:00;00:e0:8b:85:ad:57

DS4800_Crel A& Ch3:
SYMEIDS LOGIC INC. 20:34:00:a0:b8:11:59:24 d|

Brint | Cahcel

|Java Applet Window

Figure 5-66 Zoning configuration summary

9. Repeat these steps for Fabric B.
Recommended: Back up each switch and switch module configuration.

Under Admin tools, select the Configure tab.
Select the Upload/Download subtab.
Insert the proper FTP server information.

e 0 o o

Click Apply (see Figure 5-67 on page 129).
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/] Sw10_B32_B - Switch Admin. - Microsoft Internet Explorer

SwvitchMame: Sw0_B32_B DomainlD: 10 WAk 10:00:00:05:1 e 34:detas

=10 x|

Tue Feb 21 2006 20:36:08 UTC|

Sw'rlchl Networkl Firmwarel SNMPl Licensel Portsl User Configure |R0uting| Extended Fabric | AL Servicel Tracel FICOR CUPl Trunkingl

~UploadDovwnloacd
Function
’75' Config Uplosd to Host " Confi Downlosd to Switch
Host P IEI.42.1?1 52 File Mame IlSANxConfig_Files‘tSW1 0_B32_F|
User Mame 'ohn_doe Pazsword I*********?
LbloadiDovwnload Progress: |

Fabric | Virtual Channel | Arbitrated Loop | System Up|gadlDOWnload|

Apply | Close | fefresh

‘.v
[Sweilch Administration opensd]: Tug Feh 21 2006 20028:09 UTC

Enter Filetame (ahsalute path) to uploadidownlosd

Figure 5-67 Download the switch information

10.0Once you have completed Fabric A and B zoning, you can then use the
storage management software to build and map storage volumes to specific
servers. See “Mapping a logical disk to server blades” on page 135 for more

information.

5.7.6 Using additional zoning tools

Brocade offers the administrator numerous tools to simplify the management of
zones. Below are descriptions of some of these zoning management tools.
Please reference Brocade Web Tools Administrators Guide for more detailed

descriptions.
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Zoning Wizards

There are several Zoning Wizards under the Tools menu in the upper tool bar
that simplifies common zoning activities (see Figure 5-68). Often, SAN admins
will forget to clean up the SAN database as devices are removed or replaced and
the zone database will grow and include unnecessary definitions:

» Adding Un-zoned Devices to a zone. This is useful when you connect a new
device to the SAN fabric.

» Removing Offline Devices from the zone database. This is useful when
devices have been removed from the fabric due to failure or replacement.

» Replace Offline Devices simplifies replacing a device that may be included in
many alias and zone definitions. An example would be when a FC Daughter
card failed and was replaced.

» Define Device Alias steps an administrator through the steps to create new
alias definitions.

“Swd_B32_A - Zone Admin. - Microsolt Internat Explorar =5l
LCile Cdit “iew Actions | Tacls | |

) X AddUn zcned Cevizes  CkH Saf Il ) X
Wixed Zoning Renpve OiThie Divis Cli—3 iL+0 ﬁ Lifective Config: Fabric_A_Zones

Hepleos Flre Cevices  CtH—aft+l
Defins Devos Ajas Chi=3aR+L

Mlige IZoncI SLickLoos

vEhe IB-}Z_hI::tS_FOhricA - I Croats | Celzdte | Rcnare |

fMeenbar =slechion Ligt sz MeEmbers
Tcrs & Staching Dovicos — & G T FORE 2T T STANAS TSR
e BT
i:»g'_n i TR AU LI RE ele |
T B yerz = |
QDG ¢ TORA 2000 00L& 55z 57
G.) SUMOOE LOGIZ R 2000 2 alh:11: 39 22 = oo Moo |
AL Mz
add ey . |
Akl Cher | czet. |

gtar of corr it (Erab ¢ Gorfe) ot Tue Feb 21 2006 1E:47:52 UTZ
Corrin succaaded.
- end ot corn T tat Tuz Fak 21 2006 7 64752 LTI

3] EYRSET

Successfully commiticd the chanmes to the fabric.

Figure 5-68 Wizards for common zone activities
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Displaying an effective zone configuration

The enabled zone configuration window displays the actual content of the single
zone configuration that is currently enabled on the fabric, whether it matches the
configuration that was enabled when the current zone admin session was
launched or last refreshed. The zones, QuickLoops, and FA zones are displayed,
and their contents (ports, WWNs, and AL_PAs) are displayed next to them.
Aliases are not displayed in the enabled zone configuration. If there is no active
zone configuration enabled on the switch, a message is displayed to that effect.

To view detailed information about the enabled zone configuration:

11.Launch the Zone Admin module. The zone configuration in effect at the time
you launched the Zone Admin module is identified in the top right corner. This
information is automatically updated every 15 seconds. It is also updated if
you manually refresh the Zone Admin module contents by clicking the refresh
icon at the bottom right corner of the Zone Admin module, or when you
enable a configuration through the Zone Admin module.

12.Use one of the following methods to identify the most recently effective zone
configuration without saving or applying any changes you have made in the
Zone Admin module:

a. Select File — View Effective Configuration in the Zone Admin module.
b. Click the enabled configuration button in the Zone Admin module.
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Both of these actions display the Effective Configuration window
(Figure 5-69). If no zone is enabled, a message is displayed, indicating that
there is no active zoning configuration on the switch.

13.Optional: Click Print to print the enabled zone configuration details. This
launches the print dialog.

~Z} View Effective Configurakion x|

The Effective Configuration is: Fabric_4 Zones
The Menber (s] of the Effectiwe Conficuration is f(are):
Zote: Fabric A Dunny Zone 10:00:00:058: le:3d:deras

Zone; In BCHZ Eladeld DH4800_4 21:00:00;e0;8b: 80 2k 28
20:44;00;a0;:b8: 11:39:24
20:34:00:a0:b8: 11:5%9:24

ZOne: In BCHZ Bladef_D54600_4& £1:00:00:e0:8b:85:02:57
20:44:00:a0:b8:11:59:24
20:34:00:a0:b8:11:59:24

Zone: In ECHZ Elade? DS4800_4 Z1:00:00:e0:8b: §5:ad: 57
Z0:44:00:a0:hE8: 1115924
20:34:00:a0:bB:11:59:24

Print | Cancel |

|.Java Applet Yfindow

Figure 5-69 View Effective configuration window

Displaying the zone configuration summary

The zone configuration summary hierarchically lists all defined zoning elements
known to the current Zone Admin session, whether any of the listed
configurations has been enabled, and whether any of the lower level elements
has been added as members of the higher level (aliases, zones, QuickLoops,
and FA zones) structures. The zone configuration summary displays the entire
contents of the fabric zoning database as it was at the time the Zone Admin
session was launched, or the most recently saved or refreshed information, and
any unsaved changes you make since the time the Zone Admin session is
launched. It provides the name of the zone configuration that was enabled at the
time you launched the Zone Admin session; however, keep in mind that the
enabled configuration might have changed since then and that this window will
not reflect those changes.
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To view a zone configuration summary report:
1. Launch the Zone Admin module.
2. Select File — Print Summary.
The Zone Configuration Summary window displays, as shown in Figure 5-70.

It is important to note that the summary displays the information based on the
changes just made. If current Zone Admin session changes have not yet been
saved to the fabric, the information displayed here is different from what is
seen from the switch.

'; Zoning Configuration summary

i

Currently effective configuration on the Fabric: Fabric_ A Zones
Zone DE Max size for the fabric - Z58798 bytes
Zone DE to be committed {approximately) - 668 bytes
You have defined the following zoning datahasze (nay not be committed yeth:
L]1iazes:
BCHZ blade5 Fahricd:

QLOGIC CORP. £1:00:00:e0:8b:85:2h: 58

ECHE _bladed_Fabrich:
QLOGIC CORP, 21:00;00:e0:8b:85:e2:57

ECHZ blade” Fabrici:
QLOGIC CORP. 21:00:00:e0:z8b:55:ad4:57

DS4800_Ctrl A Cha3:
SYMEI0S LOGIC INC. 20:34:00:aD:b@:11:59:24 =l

Print | Cancel

|-Java Applet \wWindow

Figure 5-70 Zoning Configuration summary window

3. Optional: Click Print to print the zone configuration summary. This launches
the print dialog.

Creating a configuration analysis report
The configuration analysis report lists the following:

» SAN components (ports, WWNs, and AL_PAs) that are not included in the
configuration.

» SAN components (ports, WWNs, and AL_PAs) that are contained in the
configuration but not in the fabric.
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To create a configuration analysis report:

1.
2.

4.

Launch the Zone Admin module.

Click the Config tab. Select a configuration to be analyzed from the Name
drop-down list.

Click Analyze Config.

A dialog displays, asking if you want to refresh the fabric before running the
analysis. Click Yes.

The configuration analysis window displays.

Displaying the Initiator/Target Accessibility Matrix

The Initiator/Target Accessibility Matrix shows a list of initiators and a list of
targets and indicates which initiator can access which target, as shown in
Figure 5-71 on page 135.

To display an Initiator/Target Accessibility Matrix:

1.

Launch the Zone Admin module, as described in “Zoning overview” on
page 115.

Click the Config tab.

Select a configuration to be analyzed for device accessibility from the Name
drop-down list.

Click Device Accessibility.

The Initiator/Target Accessibility Matrix for Config- Device Selection dialog
displays.

Select the devices you want displayed in the accessibility matrix; click the
radio button to select all devices in the fabric or to select a subset of the
devices.

If you select a subset, you must click the devices from the Select Devices list
and click Add to move them to the Evaluate for Accessibility list.

Click OK.

The Initiator/Target Accessibility Matrix displays (Figure 5-71 on page 135).
You can mouse over a target to display the symbolic name of the device. In
addition, you can right-click the device nodes and click View Device Detail to
display detailed information about the selected device.
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<} Initiator/ Tarqet Accessibility Matrix for Config: Fabric & Zones x|

Access Map for Fabric_A_Zones

QLOGIC CORP. 20:00:00:20.80:85.20 58
QLOGIC CORP. 20:00:00:e0:8h:85.34.57

@ | _SPMBIOSLOGIC INC, 20:04:00:30h8:11:59:24(%

SYMBIGS LOGIC MG, 200400800081 1:60: 24 [ ]

IJ ava Applet Window

Figure 5-71 Initiator/Target Accessibility Matrix for Config: Fabric_A_Zones

5.8 Mapping a logical disk to server blades

The following section covers the host configuration procedure on the DS4800
storage subsystem. The DS4800 storage subsystem must be accessible out of
band over the TCP/IP network; connect to the DS4800 storage subsystem using
Storage Manager 9.15. The DS4800 software downloads are available at:

http://www-307.1ibm.com/pc/support/site.wss/document.do?1ndocid=MIGR-621
61

5.8.1 Host definition

Once the logical disks have been built using the storage management software,
you must define host groups to represent the server blades and map these to
their respective logical disks on the DS4800.

Chapter 5. Brocade SAN configuration 135


http://www-307.ibm.com/pc/support/site.wss/document.do?lndocid=MIGR-62161

Figure 5-72 shows three logical disks that have been created, one for each blade
server.

ITSOZ2006 - IBM TotalStorage DS4000,/FASLT Storage Manager 9 (Subsystem ™ = | EI| i'

Storage Subsystem  Views Mappings  Array  Logical Crive  Controller  Drive Advanced  Help %
0| =] e ] ] )

Bl LogicaliPhysical view | [f5 Mappings view |

Logical Physical
=HED Storage Subsystem ITS02006 Erclosure 0 (Back)

Total Uncorfigured Capacty (2332.811 GE ey
g@ A sl ) . GEH ™™ S=e= View|

% Array 1 (RAID 5)
=

i B -r:lu sana BB
i@l BOH? WWin2003_BladeT (11 GB) Enclosure 5 (front) - Fibre _£C.

IFree Capacity (167 405 B

o DOOEEEECLL000L ===

E feE )i

Figure 5-72 View of the storage volumes

For organizational purposes, we will create a group of servers called a host
group. In our case, we will create a host group to represent all the blade severs in
our specific BladeCenter chassis BCH. Select Mappings under the Host Group;
we will create one host to represent each blade server within the BladeCenter
chassis.

Note: Prior to defining your host definition, appropriate zoning should have
been performed. See “Zoning” on page 275 or 5.7, “Zoning to control device
connectivity” on page 115.
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5.8.2 Defining a host group

In this section, perform the following steps to define a host group:

1. View and right-click the storage subsystem icon (Figure 5-73) to define a Host
Group. The Host Group name and how you group are your choices.

% 1TSD2006 - IBM TotalStorage DS4000;/FASLT Storage Manager 9 (Subsystem Ma

Storage Subsystem  View Mappings  Array  Logical Drive  Controller  Crive  Adwanced  Help %
5|82 B %ol = %)

@ Logical:Physical View EJEi Mappings View |
Topology

|Defined Mappings
I

- al Drive Mame | Accesshle By I LU I Logical Drive Capacity I Type I
Define Hos ]

Define Host. .,
= E-E'E Defeult Gr DEfine Storage Partitaning, ..

- Hostg  Show All Host Part Information

Copy Marager, ..

i

Locate

Configuration

Premium Features

* v v v |w

Remoke Mrroring

Recovery Guru...

Monitor Performance...

Iﬁ ﬁ Change »
Figure 5-73 Define host group
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5.8.3 Defining hosts

In this section, you will define a host:

1. Right-click the BladeCenter Host Group and select Define Host, as shown in

Figure 5-74.

% ITSD2006 - IBM TotalStorage DS4000,/FASLT Storage Manager 9 (Subsystem Mana = |EI 1[
Stcrage Subsystem  Wiew  Mappngs  Array  LogicalDrive  Controller  Drive  Advanced  Help

B E 2 Bl % 0l =i %) %

a LogicalPhysical View % Mappings View |
Topology

EI—OStorage Subaystem [TSO2006 Logical Drive Mame | Accessible By I LUk I Logical Drive Capacity I Ty I

Undefined Mappings

Defined Mappings

B ECH2_Win2003_Blade? = LUN 7
R BCH2_in2003_Biades = LUN 7

S BCH2_Win2003_Blade6 = LUN 7

Define bost. ..

Define SLorage Fartitioning, ..

Define Additional Mapping. ..

Remaove...

Rename,..

3 0F
Figure 5-74 Define the host

2. Name the host to reflect one of the server blades, as shown in Figure 5-75 on
page 139.
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ITS0Z006 - Spevily Husl Name, HBA Allribules (Deline Hos) I8 =]

The ho=t communicetes with the stomge =ubzy=tem through itz host buz adapters (HB2=). Each physical port on an B2 haz a
urigug identifier called & worldwide name. The list below dsplays all of the known HES host part idertifiers .

I ki step, you need to (1) specify @ unigue name forthe host, (2) match the specific HES host port iderdifiers (one or mane]) to the
petticuar bost that vou Bre dafining and select Lod, and (3) spacify snalias by highlightihg the identifise in the right takle and
zelecting Edit. If you don't see a particular idertifier, zalect Refresh ar manuelly enter it yourself by selecting Mew. If you need to
make a4 change, highlight the idestifier and select Edit.

—Epecify name of host

Hozl name (30 characters maximir;

|Blade 7

stk HEA host port idantifier [select ohe of mors]

How dol| match an FB& ho=t port identifer to a ho=t?

tenowen HE& host port identifiers: Zelected HEA host port identifier=faliazes:
210000e05h55257 Ictentifier Lliaz

210000e03k352055
Al =
21 0000e0Sha5a0 5T =
= Remove I

Retresh |

Ediit...

< Back | Mt = | Cancel | Help |

Figure 5-75 Naming the host
3. The server blades use dual ported FC daughter cards that have two WWPNSs.

Select the two WWPNs associated with the specific blade server and click
Add.
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4. Create a descriptive Alias for each WWPN. Make sure to differentiate

between the two ports (for example, Port 1 and Port 2), as shown in
Figure 5-76.

22 IT502006 - Edit Identitier/Alias (Deline Hosk) | 1]
Mote: Yau can only change an idertifier if you originally entered it manually.

Idertifier (16 cheracters}

|21 000e08kE5R45T

Alisz (30 characters):

JBtatte?_Port 1

Cancel |

Figure 5-76 Naming the WWN for the server blades

5. Specify the host OS type and click Next, as shown in Figure 5-77.

ﬁ 11502006 - specify Host 1ype (Uefine Hosk) |

Inthis step, you must indicate the host type (operating system) of the host. This infarmation will he uzed to determing hove areguest
will b handled by the storsge subsystem when the host reads end writes dete to the logical drives.

Muote: For some host types, there may be several choices pravided inthe list.

Hozt type (operating system):

Wincowys 2000/5erver 2003 Mon-Clustered LI

Solaris S
Winciowes 2000/Server 2003 Clustered
Windows 200005erver 2003 Clustered (supports DP)
W = 1 |

Wincdowes MT Clustered (SPS or Figher)

Wincoewes NT Mon-Clustered (SPS or highet) -

= Back | ext = | Cancel | Help |

Figure 5-77 Define the Host OS Type
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6. A dialog box will ask you if the host will share the logical drive with other
hosts. Answer Yes or No depending on your solution. Typically, only clustered
servers share logical drives.

7. Verify the final configuration and select Finish to complete the host definition,
as shown in Figure 5-78.

f22 11 50Z0Ub - Preview (Define Host) |

“rou have defined your host a8 followes. 1T you are golnd 1o be definhg & 1ot of abditlonal hosts, ywou can save the current host
aefintionto & script file and uze it as atemplsta. Yau can then make sppropriste changes to the zcrig fils for eubsegquent host
cefintions usihg the command line or script edior.

Ehould | zawe tha host definition to & seripdy Save Az St |
Ho=t group: BCH2_Servers

[l Host: Blacer

Current host definitior:

Host name: BladeT?
Host type: Windows 2000/ %erver 2003 Non-Clustered
HEA host port identifier/slias:  210000e08bE85a457/Blade? Portl

Associated host group: BCHZ_Jervers
Associated hodt: EladeT

= Back Cancal | Help |

Figure 5-78 Finalizing the host configuration
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8. Repeat the steps for both FC ports for each server blade. See Figure 5-79 for

an example.

22z I 7502006 - IBM TotalStorage DS4000/FASET Storage Manager 9 {Subsystem Manage

Storage Subswstern  View Mappings  Array  Logical Drive  Controller Drive  Advanced  Help

-0 x|

& 2| Bl el & = %)

i Logical Phy=ical View % Mappings View |

Topologyy Defined Mappings
3_° Starage Subsysten ITSO2006 Logical Drive Mame | Lccessible By | LI | Laogical Drive Capacity | Type |
g unetined woppings B BcHz_ 200, HostBlades 0 1 B Stand. .

EE- Default Graup

= E Host Growp BCHZ_Sarvers
B B [ Host Brager
- HBA Host Forts

t: HE.A Hozt Port Blade?_Portd
HE.A Host Port Blade?_Port2
= [ Host Blades

|J:_|—! HEA Host Ports
|:: HE& Hoszt Port Bladet_Portl
HEA Host Port Bladet_Port2
== HEA Host Ports
t: HEA Host Port Blades_Paortl
HE.& Haozt Port Blades_Port2

Kl [

[ con®

Figure 5-79 All host ports have been defined
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5.8.4 Define storage partitioning

In this section, perform the following steps to define the storage partition:

1. Right-click one of the server blade hosts to define the Storage Partitioning, as
shown in Figure 5-80.

%ITSDZODE - IBM TotalStorage DS4000,/FASLT Storage Manager 9 (Subsysteny Manag o IEIIlI

Storage Subsystem  YWiew Mappings  Atraw  Logical Drive  Controller Drive  Advanced  Help %
B ) = & ol =] 5|

a LogicalP hysical View % Mappings Wiew |
Topology

Defined Mappings

bst g Subisystem TSO2006 Logical Drive Mame | Accessikle By | LLIM | Logical Drive Capacity | Type |
J—ZHE Undefined happings

FHIBCH2_Win2003_Blade? =LUM 7

-:é ECHZ_yWin2003_Bladed = LUMN T

£ H BCH2_Win2003_Blades = LUMW 7

Define Additiona Mapping, .
-] Host B2 Move...

IJ:'I—EHB.E Remove. ..
Renames. .
o[ Host Blades

IJ:'I—E HEi& Host Ports

|—EHBA Host Port Blades_Port

Kl [+
(W& es0®

Figure 5-80 Defining storage partitions
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2. Select the logical drive that is to be mapped to the server blade and click Add.
Assign a LUN number to the logical drive. Then click Finish (see

Figure 5-81).
ITSO2006 - Storage Partitioning Wizard - Seleck Logical Drives/LUNs ﬂ
Select the logical drives and assign the lagical Unl Aumiers (LUNS) that the host will uze to sccess the logical
drives in this parttion .
Hosts: Blade?
~Logjical Drivel U azsignment
Select logical drive: Aszign LUN: (0to 2:35) Logical Drives to include in partition:
@l rccess px Lagical Drive | o |
E BCH2_Win2003_Elades 11.00
5 BCH2_Win2003_Blades 11.00 Al = |
=- Remaye |
Kl | m
= Back | Eirizh | Cancel | Help |

Figure 5-81 Mapping logical drives to Blade Server hosts

3. Repeat the steps to map the logical disks to each server blade.

4. Take the necessary steps within the blade server OS to discover and format
the logical drives. Figure 5-82 on page 145 shows an example of a Windows

2003 server blade.
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Figure 5-82 Discovering the logical drives

5. Repeat the mapping of the logical disks for each server blade.
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McDATA SAN configuration

In this chapter, we discuss how to set up and configure the McDATA 4Gb Fibre
Channel Switch Modules to attach to a SAN storage environment.
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6.1 IBM BladeCenter configuration

In this section, we begin with the setup and configuration of our IBM
BladeCenter. To do so, please refer to Chapter 4, “IBM BladeCenter setup and
configuration” on page 35 and follow the instructions prior to completing the
steps in the following sections. Figure 6-1 shows the SAN topology we used in
our lab environment. It is assumed that LUN(s) have been created and assigned

on the storage system prior to this SAN implementation.

9.42.171.252 B otalStorage 9.42.171.253
Multiple Client DATA DATA
Workstation(s) Ethernet 9.42.171.250 4400 4400 9.42.171.246
Switch
9.42.171.248 9.42.171.247
vaza71240 | | V181202122 ) | TTASIIA0L122 ) 6 4 171,236 123456 || 123456
McDATA McDATA
4Gb FCSM 4Gb FCSM
Management
N
‘.

Network

’

ALY

N
MM External ’:" MM Internal
9.42.171.241 9.42.171.242
1 BladeCenter
1 Network
! Topology
Q Acces z
o -
12 12 12 12 1 2 12
Management FC FC FC FC FC FC
Workstation
) BC3SRV1 | | BC3SRV2 | | BC3SRV3 | | BC3SRV4 | | BC3SRV5 | | BC3SRV6
IBM Director
RIS
RDM
Blade Blade Blade Blade Blade Blade
Server Server Server Server Server Server | o ____ Primary path
1 2 3 4 5 6 ——————— Secondary path

Figure 6-1 IBM BladeCenter utilizing McDATA 4Gb FCSM and McDATA 4400 Fabric attached DSxxxx

6.2 McDATA 4Gb Fibre Channel Switch Modules setup

In this section, we will configure our McDATA 4Gb Fibre Channel Switch Module.

1. Point your browser to the IP Address of the McDATA FCSM. You will need to
make sure your current Java version is at or above 1.4.2.

2. Log in to the device.

148 IBM BladeCenter 4Gb SAN Solution



3. Click OK to the Certificate dialog prompt to continue.
4. Click the Add button to display your fabric (see Figure 6-2).

=. McDATA SANDrowser

Figure 6-2 MCcDATA SANbrowser window
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5. Enter the IP Address, Login Name, and Password. Click Add Fabric to
continue (Figure 6-3).

& Add a New Fabric - McDATA SANbrowser

Add a New Fabric

Fabric Hame:

IP Address: |5 42 171 248

Login Hame: |5gmin
Passwaorg: [+

&ddFéhnc | ‘ Close | ‘ Help

Figure 6-3 Add a New Fabric window
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6. From the Topology window in the left pane, click the drop-down tree and
double-click the IP address. Next, select your switch (in our example,
McDATA4GDb). Select Switch — Switch Properties... (Figure 6-4).

% WcDATA SANbrowser - Faceplale

Flle Fabric |Switch| Porl Zoning Wiew Wizards Help
Archive ...
HESIOIE...

user ACCaunts ...
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Advanced é.wll.:ll Properties ...
SCrvices ..

Security Consistency Checklist ...
Metwork Properties ...

SHMP Properties

[J Togole Beacon

3 o4 a5 E T 3 3 1z

Paort Thrashald Alarm Configuration ... Il N OO0 0D D ODENDNn
Load Firmware ..
fEsEL AL "I ] Micknarne | Detsilz  [CAddress|  Owich | Dot | Tagstintister | v
Regiore Factory Defauits 7 [T A MCUAIASG  |Eav1 Initiztor [aLo e Cor
Features .. Z @ [610700  [McDATAAGo  [Eax3 [iniistor [BLogic Car
S - 5 @ |AIC300 [McDATA4G Eav4 Initiztor QLoyic Gor

e “"P“':‘ s 7 G |s1Ce00 [McDATA4G)  |Eavs  |Initistor |0Loic Cor

il
*1 Devices [ Switch || Fort Stats_ | Fortinta | Configured Zonesets |

Figure 6-4 McDATA SANbrowser - Faceplate window
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7. From the Switch Properties dialog (Figure 6-5), enter a symbolic name for
your switch. Click the Enable radio button next to Domain ID lock (1). Enter a
Unique Domain ID ranging from 1-31 (2). In our example, we selected 2 for
the DID. Click OK to continue.

2 Switch Properties

World Wide Name: 10:00:08:00:88:20:01:11 First Port Address: 610000
Operational State; online Firmware Version: 5.5.0.22.0
Symbolic Hame:  McDATA4Gh MAC address: 00:c0:dd:07:29:a0
IP Address: 9.42.171.248 1

Domain I lock: ® Enable ! Disable

Symbolic Name: McDATALGH
Administrative State: | pnline ¥
U"E
FDMIHBA EntryLimit: [1oo0 |

2 Broadcast Support: (& Epnable (' Disable

Domain 1D: In-band Management: (8 Enable ) Disable

FDMI: ® Enable  Disable

[ ok || close || hew |

Figure 6-5 Switch Properties window

Note: Domain ID lock on a McDATA BladeCenter switch is the same as the
Insistent Domain ID setting on McDATA Sphereon switches and Intrepid
Directors. This setting will allow the switch to maintain its configured domain
ID during a fabric merge or rebuild.

8. Click OK when the Updating Switch Properties dialog box appears.
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9. From the McDATA SANbrowser - Faceplate window, select your desired

E-Port. Next, select Port — Port Properties (Figure 6-6). In our example, we
designated port 19.

% McDATA SANbrowser - Faceplate

Flle Fabric Switch || Zoning View \Mzards Hem
7 Port Pronerties .
B o G5t
Port Symhbolic Name ..,
! Refresh Eve
Reset Port

Swich | Puil Loophbiack Tesl ..
O @ 312171.012 T®
] Gl

Harmal
1 mcDaTAsGh

46

Tart ¥t Mckname | Details | TG Address | Gwitzh [ rart | Targetnitiater | Wy
Ul Ulelsbaniens | Gy |520500 [MzLATA45h Eayl  mato’ |aLogie Car
: ] 620700 [MzDATAA Sh Bay 3 1nifizta- |aLogic ¢or
() |nz0500 [M:DATA4 D Bay4  |1lfato’ alogle Cor
(i_) :BQDGDD [hzCATLL Gh Eay & |Initiata- [fLogic Car

I I

| Devices | Switch | PortStats  Portirfo | Configued Zonesets

Bt

Figure 6-6 McDATA SANbrowser - Faceplate window
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10.From the Port Properties dialog box (Figure 6-7), verify the following settings
are true for port 19:

Port State = Online

Port Speed = Auto-detect

Port Type = G-port

I/O Stream Guard = Auto
e. Device Scan = Enable

11.Click OK.

e o o o

< Port Pro perties

Symbolic Mame: McDATALGR
Selected Port:  Ext 519

IPurt States: (® gnline ) offline () diagnostics () down

|
iF'urt Speed: @ auto-detect (+1Gh (12Gb [ 14Gh ‘

Port type: i F-port ) FL-port 1 Donor
] Iﬁpﬂrl 1 GL-port
!Device Scan: '® Enable [ Disable ‘
| ok || cwose || hew |

Figure 6-7 Port Properties window
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12.From the Faceplate, select the Configured Zoneset tab (Figure 6-8). Verify
there are no zones configured on the switch. If there are zones configured,
see the manufacturer user's guide for instructions on how to remove the zone
set and zones.

% McDATA SANbrowser - Faceplate
File Falnic Swilch Pwil Zoning Yiew Wicads Help

L% M 2 B
‘| Refresh Events Zoni elp

[ Switch | meDaTasch
N 9.421?1‘( | @ romal
[ MeDATALCh ;

@ Zcne Sets
i [E] Zoneser oRPHAN ZOME SET

Dmices. st'm'.:h |.P_ql'f—_!§tﬁﬁ{ | :P'_n'l_'l'{rifﬁ‘._'] Canfigurad ?i';nnsmg

Figure 6-8 MCcDATA SANbrowser - Faceplate window
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6.3 McDATA Edge Switch Sphereon 4400 configuration

In this section, we will perform the configuration for the Sphereon 4400. Please
complete the following steps:

1. Launch your switch's IP address from your browser. Log in using your User ID
and password (see Figure 6-9).

‘B SAN16M: - Microsoft Internet Lxplorer

ble  bdt  Wew Favonkes  lools  Help ﬁ

eBack = {;} |3] |E] .\/:h pSearch *Favcrites @ g' é;g i D ﬁ 4‘5

Address (@] hitpa /5. 42.171,230/rst. lagin Fs.htm v|BYco ks *
— | s

Basic Edition

Lact Updatad: 2/2/0 [9:04:049]

First Time Login

The username and password combination must be changed before continuing.

User Name: New Password: Confirm Password:

Administratcr ||ououoo ||uoouoo

Activate the changes and re-loginusing the new User name and passwort.

= ] | 2|

|a Dcne e Internst ~'-E|

Figure 6-9 Edge Switch Sphereon 4400 login window

2. During the initial log-in to the switch, you will be required to change the
password. Record your new password and store it. Click Activate to initiate
new password.

3. From the initial window, click View Details to view the switch details.
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Port configuration
4. From the action menu, select Configure — Ports — Basic Info
(Figure 6-10).

icrasofi Interned Explorer

Ale  Edt  izw  Favoites Tecs  Hep
@Dad\ RS @ o E] @ :h /j] Semich ‘-t:‘i'.:;'l'avoritcs @ t’% u,; |’_1.| 7 ﬁ -3

Address | ] Fripe .32, /1,250 ndex_s.hn v| . o L
|Login: Adminictratoe

Switch Name:

|Ttatus ) Operntional

|5tate: dnline

Maintcnarcz - Mabrc Lpgrees

Hams:
Cescriptior: Fibre Channel Switch =

1 . ..i:.—. End User Premise (please )
| i

<
Tone Inketnzt g
|@ L &

Figure 6-10 SAN16M window
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5. In the port configuration dialog window, you may optionally assign a name to
the port and define the connection type. In this example, we assigned port 0
to an E_Port type. By assigning the port type to be specifically an E_Port, no
N_Ports are allowed to log in to the switch (see Figure 6-11).

/2 SAM1EM: Microsoft Infernct Explorer

Fil: Ecit Wies Favwcrkes Taols  Help ﬂ.
@ Sack. * Q B @ ‘!_’h ",:: Search i"\“r“Fa'.-’ortes -@ E‘(:_av & ] - ‘_p] ﬁ .‘3
Ardress | 8] hetp:9.42.171.250/ rdex_fs,2tm v| BJco Lk
Switch Name: Login Adminictrator
B.-asi::.Ed oh states: @ Gperational
State: Online
n Rlnrker RN Type E |
I5L to FC3Y (]
1 | | |—| el Gix PDI'.. V| | “egoticte Vl
? | | O “GxPor \"|' I\.EgDIiEIE v
B | | [ i P % SEONtiFte (¥
.'4 | - O I For % “egotiste ¥ =
5 | O GxPar » . “egotizta
E | | O CxPar v egoticte (|
i | | O GnFor ¥| “eqoticte ‘-'ll L
# | | O G Pir ¥ “Fnticta v 5
2 | | O GuFor » “egoticte
w | | .D LixFor » |\EthIEtQ s
- T T o P T P T a6
sl
Al | &

Figure 6-11 Port configuration dialog window
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Domain ID configuration

6. Set the switch offline. Select Configure — Switch Online. Uncheck the
check box (see Figure 6-12).

A SAN16M: Microseft Internet Explorer
File  Cdit  View Tavorkes  Tocls  1lep ;F

@Hark - \_.) la @ :’j' )::He;rrl' \t.:'\ri-mwnrﬁ: @ [.«_'2' 1 |i’;| - |_J ﬂ "3

B htep )0, 2. 0 71250 index_,

hirr Y Be b

- Loqin: Administrator
Switch Name:

i tatur () Oparational
Basic Edidon

Slabo: Cnlame

Maintznares  ~ Falic Uagrads Help Lot Updated: &/4/00 [di4211] no Refresh

o rmation

il
&

IESINEERESIEE]

Type Speed

1O ocCcooOooIcao

] -
£ | ¥

|@ Mne ® Tnternet it

Figure 6-12 SAN16M window
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7. Select Configure — Switch — Parameters (Figure 6-13).

Fil: Edl iew Fowries  Tuub  Help [ 4
L a oAy e - :
Q- @ M A G O e i @) (2 w - [JE 3

addimss @] LS4z, 171,250/ 1 ks _ls, i B ks

wi : | ngiae Admminishaboe
EFCM™ Switch Mame: .

Basic bdition

stetus: () Operational

stzte UfFfine

LENAIEE ¥ “ahrc Upti ade = 1 i =] i Refresh

| R R
2368 3 EEE &

' | (¥

I@ Dane B Tnteenet

Figure 6-13 Configure dialog window
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8. From the Configure — Switch — Parameters settings window (Figure 6-14),
select Insistent Domain ID (1). Next, define a unique ID ranging between 1
and 31 (2). In our example, we use Domain ID 3. Click OK.

X SAM1 6M: - Microsaft Internel Explorer |;||E|rz|
I

File  Zdi.  Miew  Saeurles  Tods B

@Ba:l‘. - 9 @ @ :'.‘_‘h ,':\ Searzh :.':1': Savcrkes @ [;E_f:]v ‘-_g\: ] - .__J ﬁ ‘3

& Mress 2 et 42,171 252 ndes_is, v

v| Gu Lk

Lzgr: Adminicteator

Switch Name:

Skatus: e Dperatonal

EFCM'™
Basic Edition

Ctata: Offina

Procict w  Lonliglre - SECUY - Ims » | Marterance Fehvic Lpgrace =2 Tast ipdated: 2 = HRefresh

Configure > Switch - Parameters

1
V]Insistent Domain IT

" |Rerouting Delay

_ |Domain RSCH

TSuppreass ESCH an Jene Set Actvations
T Limited Fabric RSCH 2

V]Zotee FlzxPars: Isolate Fabric RSCNs on WH
3

‘Hretemad Liomam L

ISL FSPF Cost Configuration: Bw Fort Spead w
“The dexice must e offline to activate chiangess te this parameter,

|@|rne B rremat

Figure 6-14 Configure — Switch — Parameters settings window
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9. To set the switch back to an online state, select Configure — Switch Online
and check the check box (Figure 6-15).

SAN1EM: Microsoft Internet Explorer

rile  Cdit  “iew Tavaitss  “cos  lep a
5 ) et [ @A Sl = = i
@Back > T Iﬂ (p] | ) each T Favories @ B M __,l ﬁ .‘3

Addrzss | ] hitp:j9 42.171.2500ndes:_fs htn v| o |Links

. |Login & Aduinis rator
Switch Name: |
|Status: @ Operational

|Stater Offline

Marterance - Fahrc Upgrace Hzla last Npdated: 271778 [1A:49:51] ,.__':' Refresh

|@ Dizne P Iternet e

Figure 6-15 Configure window

162 IBM BladeCenter 4Gb SAN Solution



Connect cables- ISL Verification
10.From the action menu, select Fabric — Fabric View (Figure 6-16).

nternet Explorcr

Fil: Ecit Wes  Fo 5 Tools  Help
: - — = q - - : ey
-y { (5 ol il = &
@ Sark, \J @ lﬂ :’h P Search Jog Fereurilzs @ r{:—_\‘- L5 L _,J ﬂ .‘3
adir=ss |8 heopea.42 171 250firdzs_ts i v| (‘n ks *
: Login  Administrator
EFCM™ Switch Name: I
S Status: @ Operational
Basic Edition
State: Nnline J
Producl Cunigure - Secuily Mainle = FabHC Upy ke Help Last Updated: 27106 "_7i13:467 ':" Refresh ::
Product> Hardware
Front View
Mame:
Jazcripton: hibre Uhannel switch
Locat an: E1ttd Ueer Presnins (olecens
configua
Contadt: Endnuser tontact [please v
4 i | (¥
|@ Tane o Irkeraet it

Figure 6-16 Fabric window
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11.From the Fabric View windows, verify all switches are visible in the topology.
Only switches that have successfully merged into the same fabric will be
displayed on the Topology window (Figure 6-17).

3 SAN16M: Microsoft Internct Explorer

File Cdit  Men Tavoiitss  “cds  lep

@Back - \;‘J E @ {:j ,,_\’ Zearth \;“E'Fa'mrtes -@ [_3' »:; o] ~ ._J ﬁ ﬁ

Addrzcs @] hbpst 9 42,171, 2500 abric_visw_fe.Fem

= ;
L ast lipdatad: 291706 [17:14:43] = Refresh

Topology from: (9.42.171.250) DomalnID:3 Domalns In Fabric: 2

-ﬂ; Dormaia I0: 2
whtd 4 C:0C:0C:00:00:C0:14:39
12 0.2.474.2E0

Status: Cpacatiznal O main 172 Domaln 10 2

VORTE 15 01 U U e T wrtl; 43400 00 00 00 £0:C 114
IF. 922,171 250 \P: Q42,174 242
Ty BY-L- Y833

W AC:0C:02:00:88:E0:04:11 s i 1 Crmbus: Unknown

[EN'E NIRRT

PEthsta Destinatlan: | Legin

Hup Goan. 1 =

Slabas. Lo vy

|@ Dione B Iternet s
Figure 6-17 Topology window

12.From the Fabric View window, click View Details to view the switch details.
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Zoning configuration

13.From the action menu, select Configure — Zoning (Figure 6-18).

@l SAN16M: Microseft Internet Explorer

Tile  Cdit  Yew

Tavaitzs  “ods

lkep

v|Go Links ™

|Login + Adusivisbrator (00

|Status: @@ Operational

|Etater Omline
a0R - Marterance - Fakir Uperace

| ast lpdatad: 77

bl B B0

= Refresh

Meme:

Crsurip.iv . Fibre Charmel Sreith
| arainr: End Uses Fremise (please
rantiguee)

Eind Uz Comilac L (s

el
| [
|@ Dione B Iternet it

Contass:
£

Figure 6-18 Configure window
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14.Define a name for the zone set and select Update (Figure 6-19).

Fle ESl  dien  Faarile, “wl Hdp 4
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Figure 6-19 Configure — Zoning window
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15.Define a zone name (1). Highlight the desired members (2) and click the right
arrow button (3) to add the members to the zone and the zone to the zone set
(see Figure 6-20).

Fle Edt  wlew  Faworzer  Talz  Hela -?.'
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TIEs ndnaye e,
SOHWIrR 3rondce 3 IER Ry
b m Atz = AR #ne

(i

£

renn For uEe ir peur GAN,
=k LM Star dard simp loies
S2AN 0 d reu=i el o d
prevents wotdos by
poadd ng zearird caslens
EELTTAET T P
meTacn, changed zores
204 a3l madMeatione
befars you apalyth e zone
Fabt0 poul AR

Clisk hareder mors nis.

O Hde

52

I@ Diore 4 Irternzt
Figure 6-20 Configure — Zoning window
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16.0nce you have completed creating the desired zones with their members,
click Activate to activate your zone set and zones, as shown in Figure 6-21.
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Figure 6-21 Configure — Zoning window

168 IBM BladeCenter 4Gb SAN Solution



QLogic SAN configuration

In this chapter, we discuss how to set up and configure the QLogic 4Gb Fibre
Channel Switch Modules to attach to a SAN storage environment. You will note
that we have included the configuration of two QLogic external switch modules,
the QLogic Fibre Channel 5602 and 1404. For more information about each
switch, please visit the respective Web sites.
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7.1 IBM BladeCenter configuration

In this section, we begin with the setup and configuration of our IBM
BladeCenter. To do so, please visit Chapter 4, “IBM BladeCenter setup and
configuration” on page 35 and follow the instructions outlined in the chapter.
Afterwards, return to this section to begin the implementation of your QLogic
SAN environment. Figure 7-1 shows the SAN topology we used as our lab
environment. It is assumed that LUN(s) have been created and assigned on the
storage system prior to this SAN implementation.

9.42.171.252 IBM TotalStorage/EMC 9.42.171.253

i Logic
Multiple Client QLogic g AN%
Workstation(s) Ethernet 9.42.171.250 | SANbox OX | 9.42.171.246
Switch 5600 5600
9.42.171.248 9.42.171.247
9.42.171.240 17-18-19-20-21-22 17-18-19-20-21-22 | 45 171.236 123456 123456
ESM1 ESM2 ; -
QLogic QLogic
4Gb FCSM 4Gb FCSM
Management
Network

MM External '\1/' MM Internal
9.42.171.241 9.42.171.242
1 BladeCenter
1 . Network
- -~ P -
- - R . Topology
Access—_ ~ ~ Access”_ - “Access .~ Access »~ Access,’
- ~ Pl - Z - 77
12 12 12 12 12 12
Management FC 12 FC 12 FC 12 FC 12 FC 12 FC 12
Workstation
BC3SRV1 | | BC3SRV2 | | BC3SRV3 | | BC3SRV4 | | BC3SRV5 | | BC3SRV6
Blade Blade Blade Blade Blade Blade
Server Server Server Server Server Server | - Primary path
1 2 3 4 5 6 Secondary path

Figure 7-1 IBM BladeCenter utilizing QLogic 4Gb FCSM and QLogic 5602 Fabric attached DSxxxx
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7.2 QLogic Fibre Channel Switch 5602 setup and
configuration

To begin the setup of our QLogic Fibre Channel Switch 5602, we must install the
SANsurfer Switch Manager on the server or workstation that will be managing
the switch.

Note: There is an embedded GUI in the switch that one can use to manage
the switch, so you do not have to install the SANsurfer switch manager
application.

In our example, we installed on a workstation. Perform the following steps:

1. Once SANsurfer is installed, click Start — Programs —
SANsurfer_Switch_Manager to launch the SANsurfer application.

2. The Initiate Start Dialog dialog box will appear. Click Open Existing Fabric
and click Proceed to continue (see Figure 7-2).

Initial Start Dialeg, - SANsurfer Switch Manager

SANsurfer Switch Manager

Fibre Channel Fabric Managemeni

Select initial option:
) Open Cunfguralion Wicai d
{8} Open existing fabric [requires B address, login, and password]
) Open existing fabric view file

! Start application without specifying a fabric

[7] Don't show this dialog again

| procesd | cancel | hew |

Figure 7-2 SANSsurfer Switch Manager initial option window
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3. Enter the IP Address for the switch in the IP Address field (Figure 7-3). Enter
the user name and password and click Add Fabric to continue.

Add a New Fabric - SANsurfer Switch Ma...

Add a New Fakric

Fabric Hame:

IP Address: |9 42 171 245

Login Name: | admin
Passward: [+

| AddFabric || Close || Help |

Figure 7-3 Add a New Fabric window

4. Click OK when the Non secure connection check dialog appears (Figure 7-4).

4 Non secure connection check

Fabric-9.42.171.246: The switch at IP address 9.42.171.246 failed to respond to a request for a secure connection.

Would vou like to establish a non-secure connection?

| oK || Cancel || Help |

[_] Don't warn me again (You can re-enable this dialog in User Preferences).

Figure 7-4 Non secure connection check window
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Naming the switch and setting the Domain ID

5. From the Topology window in the left pane, click the drop-down tree. Click to
select your switch (in our example, QL5602-1). Select Switch — Switch
Properties... (Figure 7-5).

£ SANsurfcr Switch Manager Faceplate |';_J|E|g
Fila Fabric Parl Zoning View Wizards Halp

Archive .. @ n

Restore... ‘ L Hep QLOGIC

User Ac
Set Date/Time ...

| Switch P

Ach d Switch Mropertics -.

-

Serdices ...

Sevwily Consistency Checklist ...
Netwaork Properties
QLEE02-1) symp properties...

D Toggle Deacon

| Mickrisrmg | Deld |5 | FD.ﬁumtst| Swilch | Purl | Tar geldr iliglir | \J

Nort Threshold Alarm Configuration ..

Load Firmware ...

Reset Swilch ]
Restore Factory Defaults
leatures ..,

Download Supnort Ale...

Figure 7-5 SANSurfer Switch Manager- Faceplate window
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6. From the Switch Properties dialog (Figure 7-6), enter a symbolic name for
your switch. Enter a Unique Domain ID ranging from 97-127 (1). Click the
Enable radio button next to Domain ID lock (2). In our example, we selected
98 for the DID. Click OK to continue.

£ Switch Properties

World Wide Mame: 10:00:00:c0:dd:07:1e:43 First Port Address: 010000

Operational State: online Firtrwrare Version: 5.0.0.31.0

Symbaolic Name:  SANbox MAC address: Qedd:0712:43

IP Address: 942171.246

Symhbuolic Name: OLSE02-1 Domain ID lock: (e Enable (! Disahle

5 //'

Administrative State: | online - 1 Broadcast Support: @ Enable ) Disable

Domain ID: og D252 In-band Management: @ Enable  Dizable

FDMIHBA Entry Limit: |1000 FDMI: @ Enable  Disable
| oK | | Close | | Help |

Figure 7-6 Switch Properties window

7. Click OK when the Updating Switch Properties dialog box appears.

IBM BladeCenter 4Gb SAN Solution



Verify port settings

8. From the SANsurfer Switch Manager Faceplate, select your desired E-Port.

Next, select Port — Port Properties (Figure 7-7). In our example, we
designated port 7.

SAMsurfer Switch Manager, - Faceplata

View Wizards Help

= XX

Zaning Help

ppenies 106
Port Symbalic Name ..

QLOGIC
Swiich | Reset Port
G @ 42171248 | pyyt Lovpbiack Test...
=3 GILEBLE-T =

Fort bl | Mickrame Dietzils  FC Adcress | Cwite | Port | Targedinitiator |

Figure 7-7  SANsurfer Switch Manager - Faceplate window
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9. From the Port Properties dialog box (Figure 7-8), verify the following settings
are true:

Port State = Online

Port Speed = Auto-detect

Port Type = G-port

I/O Stream Guard = Auto
e. Device Scan = Enable

10.Click OK.

e o o o

£ pori Properties

Symbolic Name; QLA602-1
Selected Port:  Fort 7

Port States: ®: online () offine ) diagnostics  { down

|
Port Speed: ® autodetect (J1Gh (02Gh ([ 4Gb

® G-part ) GL-port
10 Stream Guard: (& Auto ! Enable (1 Disable
| [ WARMING: RSCH suppression must be used for initiator ports only |

Port type: ) F-port () FL-port ) Donor ‘

!Dwice Scan: =) Enahle {_ Disahle

| ok || ciose || mew |

Figure 7-8 Port Properties window
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Configure storage ports

11.0n the Faceplate, select the port to which you will connect your storage.
Select Port — Port Properties (Figure 7-9). In our example, we selected
port 0.

£ SANsurfer Switch Manager - Faceplate

View 'Wizards Help

Part Symbaolic Name ...

=2 E

Zoning Help

Reset Port

§ 2947171 4R | part Loophack Test ...
B 2LEED2 © -

Pt AR

slickname

FCAcdrese Switch Pot Targeti niziator

Figure 7-9 Port Properties window
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12.Verify the following are true for port 0 (Figure 7-10):
a. Port State = Online
b. Port Speed = Auto-detect
c. Port Type = GL-port
d. 1/O Stream Guard = Auto
e. Device Scan = Enable
13.Click OK.

< Port Properties

Symibolic Name: GL5R02-1
Selected Port:  Port 0

IPun Stategr @ gnline ) offline (U diagnostice ©) down

Port Speed: @ awto-detect (J1Gh  (02Gh () 4Gh

) G-port @ GL-port
10 Stream Guard: & Auto I Enable (! Disable

[ WARNING: RSCH suppression must be used for initiator ports only |

Port type: . F-port _} FL-port 2 Donor ‘
Device Scan: =) Enahle {_ Disahle ‘

| ok || cose || Hew |

Figure 7-10 Port Properties settings window

14.Connect the storage to the port you configured in step 12.
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15.Verify that a successful login occurs by checking for device registration in the
nameserver. Observe that the port login indicator in the Faceplate image is

green. Select the port and in the devices tab verify the PortWWN of the
device appears (Figure 7-11).

& sAMsurfer Switch Manager Faceplate

==
Fic Fabric Switch Port Zoning View Wizards Help
0 s B @ M = XX
Add Open  Save Refresh Events Zoning  Help QLOGIC
Switch | | nuszoz-
G Q04217 246 ! Normal
= QL5302-1 .

\ i POt [ wizka.| Detans [ Fo acdmess | Switch |
.

t| 0060008172588 | (i) [Fz20000 |CL5B02-1

sort | Targetintiator | veador |
\Fort 0 |Tarye: [IBM 1724100

Figure 7-11  PortWWN window
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16.From the Faceplate, select the Configured Zoneset tab (Figure 7-12). Verify
there are no zones configured on the switch. If there are zones configured,
see manufacturer user's guide for instructions on how to remove the zone set
and zones.

= SAMsurfer Switch Managar - Facaplata

Filn Fahrir Switch Part Zoning \iew Wirards Help

B 3 @ M = XX
Zdd  Open  Save FRefresh Events Zoning  Help QLOGIC
Switch | | aLsenz-
& @ca2iriae | © wormar
£ |GLE - ’

G Zone Sets
; ZFoneSat ORPRAN ZOMZ SET

Configured Zonesels

Figure 7-12 SANsurfer Switch Manager

This switch is now configured to work with other fabrics.
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7.3 QLogic 4Gb FCSM connectivity to 5602 and SAN
environment

In this section, we discuss the configuration of the QLogic 4Gb Fibre Channel

Switch Module and establish connectivity to our SAN environment via the QLogic

5602. Perform the following steps:

1. Launch your switch’s IP address from your browser. Enter the IP Address,
Login Name, and Password. Click Add Fabric to continue (Figure 7-14 on
page 182).

4 Add a New Fabric - SANsurfer Switch Ma... |

Add a New Fabric

Fabric Hame:
IP Address: (g 47 171 246

Login Hame: |admin

Passwveord: [+

| AddFabric || Close | | Help

Figure 7-13 Add a New Fabric window
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2. From the Topology window in the left pane, click the drop down tree and
double-click the IP address. Next, select your switch (in our example,
QL_FCSM4Gb). Select Switch — Switch Properties... (Figure 7-14).

S5AM Browser - Faceplale
File Fabic Swilch| Pul Zuning Wiew Wisaids Help

-2 Archive ..
[0 iz &
¥ Rastore ..
Usar Accounls ..

| Refr

EEX

“Sswitch | gatDataTime ..
? & 3 :2.1 [ Sinrtch ropertiss .

Yol pmancen Swrlch Broperties ..
Barvires
SQL‘[II’[!V LConsistency Checkis! _.
!QINEI'K Fraoperties ..
SHME Hroperties _.
- Toggle Beacon

1 naid FITFARATE ..

Farl [ hreshold darm Contiguration ... ' u]

Resel Swilch ¥ |

Elinzkriarn -+

T lAils | F(‘.AlllerH:—l Swili:h | Furl

| Tir gHlni

Rastore Factory Darauks
Hoalures ..
Dawnload Suppord Fie..

Al S|

QL FCEM4GE

W urd [Fuemtsn =
@ [070331  [rocM#sh  |fayC

N T P ==
@y (000503 [roCMach

| riti_ai&r

[

Devices l Swrilch _L.F,l_.lll"

als | Puitinfy | Confiyuied Zwesiets

L

Figure 7-14 SAN Browser - Faceplate window

3. From the Switch Properties dialog (Figure 7-15 on page 183), enter a
symbolic name for your switch. The Unique Domain ID ranges from 97-127

(1). Click the Enable radio button next to Domain ID lock (2). In our example,

we selected 99 for the DID. Click OK to continue.
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Switch Properties .

World Wide Mame: 10:00:00:c0:dd:07:2a:bf First Port Address: 010000

Operational State: online Firmware Wersion; 5.5.0.22.0

Symbolic HName: FCSMAGhH MAC address: 00cdd: 07 2a:bf

IP Address: 942171247 2

Symbolic Hame: Gl_FCSMaGh Damain 1D |;F(!\L {8 Enable () Disabhle

Administrative State: | online w| , BroadcastSupport @ Enable () Disable

Domain ID: ag 052 | In-band Mahagement: @) Enable () Disable

FOMIHBA EntryLimit: 1000 | FDOMI: ® Enable () Disable
| ox || cose || Hew |

Figure 7-15 Switch Properties window

4. Click OK when the Updating Switch Properties dialog box appears.

Chapter 7. QLogic SAN configuration 183



184

5. From the Faceplate window, select your desired E-Port. Next, select Port —
Port Properties (Figure 7-16). In our example, we designated port 19.

5AN Drowser - Faceplaie

HEnE

CEX
Fila Fabric Switch Eal‘t Zaning View Wizards Help
Port Properties ...
Port Syinhalic Hame .-
Resel Por
Port Loopback lest ...
Q@@ 1TI T T Marmal
JoL_~ceMack
¥ ) 5 3 12 1z 14
e N R ERENERNE NN NN NDEW
Pl [ rirknama Sitalls | P Adtess | Switich [ Pan_ | Taryemnr
LU el sy | ] [IL_Fsmach  (eay rraicr
1 CC02e 08k 86:2358 @ 620302 |Gl _FCEMAGE  |Bay:
1 CC:0 e 0880 2033 W (630433 |3l FCaMaoh  |Bayd
I__ti2 830533 |GL_FUEMash  |Bay £

| bevices [ Switch | FortStats || Portinfa_| Configured 2

[+

fte

Figure 7-16 SANBrowser - Faceplate
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6. From the Port Properties dialog box (Figure 7-17), verify the following settings

are true for port 19:

Port State = Online

Port Speed = Auto-detect

Port Type = G-port

I/O Stream Guard = Auto
e. Device Scan = Enable

7. Click OK.

e o0 o o

Port Properties @

Symbolic Name: QL_FCGSM4Gh
Selected Port: Ex 619

!Purt States: @ online ! offine (U diagnostics ! down
[

|Port Speed: @ auto-detect i1Gh (0 2Gh ) 4Gh ‘
Porttype: . F-port (' FL-port ) Donar ‘

] iﬁpurl ) GL-port

IO Stream Guard: @ Auto ! Enable _* Disahle
[VWARNING: RSCH suppression must be used for initiator ports only |

Device Scan: @) Enahle ! Disahle ‘

[ ok || ciose || mew |

Figure 7-17 Port Properties window

Chapter 7. QLogic SAN configuration

185



8. From the Faceplate, select the Configured Zoneset tab (Figure 7-18). Verify
there are not zones configured on the switch. If there are zones configured,
see the manufacturer user's guide for instructions on how to remove the zone

set and zones.

CEX

5AN Drowser, - [aceplaie
Hl2 Fabric Switich Port  Zoning  Wiew  Wizards  Help

=% = [

Y

! Refresh Bwents Zoning Help

* Swilch |

Gl _FCEM4Gh
LR ER RN
Qjol _==ama =

’E‘ £1M8EEt UHPHA £2ME SEI

3

i Devices [ swikch | Partstats | Potinfo | ¢ z

b -

Figure 7-18 SAN Browser - Faceplate window
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Connect FC cable from FCSM to 5602

9. Verify the E-Port (ISL) connection was successful. In the left panel, select the
IP Address to obtain the Topology view window (Figure 7-19). Verify that both
switches in the Topology viewing pane are visible. Optionally, you can telnet

into the switch and type the command show fabric and verify that you can
see both switches.

SAM Browser - Topology |z"t§”zl
Ellc Fabric Swich Vicw Yfizards Help

B2 [ R

Al Refresh Ewenls Help

" Switch |

B0 OLEELT

G- FCSM4Ch
.E. Rarmsl

18
S

OFf = —— AN
anun aois ausoas 1

Port Wi Miz<namna FC Address Switch Pat |Targstllni

210000 eC:Jo 05:25:57 GIC1C0 QL FeCM4Ga eyt Initiztar
(210000 0308523058 B3Cz00 1IL_FIZShidiEa Egy 2 ||-n|l|ator
[21:0C:00cC:30 852k 58 530400 GL_FCSM4Ga  Ecov 4 Initiator
2100000530 85,2257 G3CEC0 QL_FCSM4Gy  Ecvd Iniliglur
2006005003 17:25: a8 B2CCC0 QL5601 Fcitd [Tarya:

LA ]

Figure 7-19 SAN Browser Topology window
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Create a zone set and zone

10.From the Faceplate dialog window, select Zoning — Edit Zoning
(Figure 7-20).

SAM lirowser - Lacaplafe

Flu Fafnic Swilch Puil | Zening | Viee Wicads Helg

oG [ e—
il Refresh Events Z{ AL
Artrmta Aok SAl
Swilch | Deactivate Zone Set

§ oz
ML _Foemich
= GLseIz

Rustone Dulaull Zorimg

| klesncme | Detlls  Fohddrezs | Swies
L1000 CLFSwoh B
: [CLFzswah
[CLFswah (B
ELFiSwsh Bavs

Figure 7-20 SAN Browser - Faceplate window

11.From the Edit Zoning dialog window, select Edit — Create Zone Set
(Figure 7-21 on page 189).
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Figure 7-21 Edit Zoning - SAN Browser window

12.In the Create a zone set dialog box (Figure 7-22), enter a name in the Zone

Set Name field and click OK.

Create a zone set

Zone Set Name |igm_T50|

ok || cancel || Hew |

Figure 7-22 Create a zone set window
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Edit Zoning - SAM Browsar

13.Highlight the Zone Set you just created. From the Edit Zoning - SAN Browser
action menu (Figure 7-23), select Edit — Create a Zone.

Belete Zone

Delete ARas
Clear Zoniy

Properties

-

nizert

=

Nemove

M ZOME SET

D el

IBM_ITSO

| Apphy || Clase

HMarhers
0oL _FCsMaGy
|!l Jornalndy Lot U
P B¥ Domair9d tart#
P |:| FZaddiess 630110
E VOAE LT UEU b LEn filLog)
IR Snrnalrad =nnE @
L0 Dormaindd 2o 2
¢ [] Foaddess 62030
E Wil 210000050585 22 3800 Luyi
P BB Domain99 ort# 4
¢ [] Foaddiess 63143
:: VAL LT UL b Lk iiLog)
o WY omairad =nE 5
? |j F I addtrss R3S

E WA 21 C000:e0:8hBS c2:87GLogi

Domaindd Sort# 6
Domaindd Fort# 7
Jormnainyy “on® 4
i;i Dormain:d8 "ot 9
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|ll Dornaindd 2ot 11
Jurudin. 89 =urls 12
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| Help |

T o)

S

MU T3]
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Figure 7-23 Edit Zoning - SAN Browser window
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14.In the Create a zone dialog box (Figure 7-24), enter a name in the Zone
Name field and click OK. In our example, we typed BCS_4100.

Create a zone

Zone Name [pes_4100)]

oK

|| Cancel H Help |

Figure 7-24 Create a zone window
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15.In the Edit Zoning - SAN Browser window (Figure 7-25), highlight the zone
you created. Select the members you want to be included in the zone. You
may use the Control key to select more than one member. Select Edit —

Add Members.

Edit Foming - SAH Brovrser @

e [Fort|

Crealc Zone Sct ... g ol
= L] L]
Crealc Alas ...
T Il Runins
=
B R 2 LU e e 3] € BOTE)
" ZOME SET

Creale Members B¥ namalvAd Par e
Set Zone Type.. [ & % Donain 00 Port# 2
Rename ... 00 {Softy -l——— BCS 4100 L} E Fix Accrass: B30200
Remove ‘E W 2 00CC.e08RES.25.5500 a0 Cuikd
Delete 2ane 7 B¥ Danai a9 Portie
Delete Alias ¢ [ FlAcorzss: 630200
Clear Zoring -[; WUREL 27 UL Lze Ut s 2 beat 03 © Corg.)
Properties o+ BE nonalvaa ot s

o E Fr:Anrrass RINGNN
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=i WAARD 200 CCe 08k 850 2870 oy ¢ Corg.)
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¥ DonainBaPait#?
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BY namalvaa Far
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Clase |
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Figure 7-25 Edit Zoning - SAN Browser window

16.To create more zones, repeat steps 10 on page 188 through 12 on page 189.
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17.0nce your zones have been created (Figure 7-26), click Apply to save your
configuration.

Edit Zoning  SAN Browscr m
File  Exiil
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: o |j FZ Addroco: 62400
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T WL 210000208085 2. S80LuyI: Curp)
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Figure 7-26 Edit Zoning - SAN Browser window

18.From the Save Zoning and Error Check dialog box (Figure 7-27 on page 193),
select Perform Error Check.
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Save Zoning & Error Check

| PerormError Check | | Savezoning | | Close |

Figure 7-27 Save Zoning & Error Check window

19.0nce the Error Check is complete and no errors appeared (Figure 7-28), click
Save Zoning.

Save Zoning & Error Check

Therewere 0 errors fourd.

{status: Error Check Complere
! Perform Error Check | | Save Zoning| | Close

Figure 7-28 Save Zoning & Error Check window

20.Select Yes to activate your zone set(s) (Figure 7-29) once the save is
complete. You should select No if you are not prepared to activate the zone
set.

Zone set activation

Figure 7-29 Zone set activation window
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21.Select the zone set you want activated and click OK. In our example, we
selected IBM ITSO (Figure 7-30).

Select Zone set to be activated

Select Zone Set [|BM_ITSO

| ok || canca

Figure 7-30 Select Zone set to be activated window

22.Click the Close button to complete the saving and activation of your zone
(see Figure 7-31).

Sawe Joning & Error Check

There were 0 errors faund.

Sending Changes...

Changes saved to OL_FCSMAGH. Saving Zoning...
QL_FCSM4Gh Zoning save complete.

Wrtivating zone set*IBM_IT30".

lZone set”IEmM_11 S0 activated.

Duration 0 secand(s).

ISta'tus: Zone set "IBM_ITSO" actiated.

ik | Save Zoning | | Close |

Figure 7-31 Save Zoning & Error Check window

23.Click the Close button to exit the Edit Zoning dialog window (Figure 7-32 on
page 195).
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Figure 7-32 Edit Zoning - SAN Browser window

Perform a SAN check (referenced in the Switch Interoperability Guide v6.0 and
located at the following Web site: http://qlogic.com/interopguide/info.asp).

Note: The Successful Integration Checklist in the Switch Interoperability
Guide v6.0 is located on page 44.
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7.4 IBM System Storage SAN10Q (QLogic SB1404)
setup/configuration

To begin the setup of our IBM System Storage SAN10Q (SB1404), we must
install the SANsurfer Switch Manager on the server or workstation that will be
managing the switch. In our example, we installed on a workstation.

Perform the following steps to configure the QLogic 1404:

Note: The 1404 is only allowed one ISL from the switch; however, the switch
you connect to can be connected to many other switches. Thus, you can be in
a larger than two switch fabric.

At this stage, we have assumed that you have all the upgrade licenses
installed on the 1404.

1. Once SANsurfer is installed, select Start — Programs —
SANsurfer_Switch_Manager to launch the SANsurfer application.

2. The Initiate Start Dialog dialog box will appear. Click Open Existing Fabric
and click Proceed to continue (see Figure 7-33).

Imitial Start Dialog - SAMNsurfer Switch Manager

SANsurfer Switch Manager

Fibre Ct | Fabric M

Select initial option:
) Open Configuration Wizard
($) Open existing fabric [requires ip address, login, and password]
i) Open existing fabric view file

) Start application without specifyving a fabric

[[] Don't show this dialog again

| proceed | cancet | mew |

Figure 7-33 SANsurfer Switch Manager initial option window

3. Enter the IP Address for the switch in the IP Address field (Figure 7-34 on
page 197). Enter the user name and password and click Add Fabric to
continue.
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& Add aNew Fabric - 5ANsurfer Switch Ma...

Add a New Fabric

Fabric Name:
1P AdOresSS:|9.42 17 246

Login Name: |5dmin
Passwor: [

| aadfabric || cese || e |

Figure 7-34 Add a New Fabric window

4. Click OK when the Non secure connection check dialog appears.

MNon secure connection check

Fabric-9.42.171.246: The switch at IP address 9.42.171.246 failed to respond to a request for a secure connection.

Would you like to establish a non-secure connection?

| oK || Cancel || Help |

[] Don't warn me again (You can re-enable this dialog in User Preferences).

Figure 7-35 Non secure connection check window
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Naming the switch and setting the Domain ID

5. From the Topology window in the left pane, click the drop down tree. Click to
select your switch. Select Switch — Switch Properties... (Figure 7-36).

£ SANsurfer Switch Manager - Faceplate

File Fabric §wi(efi Port Zoning View Wizards Help

6 A User Accounts ... & nel QLOGIC
Switch | | set patefime ...
¢ © 2.42.1"Switch Praperties .-
54 Advanced Switch Properties ...
Security Consistency Checklist ...
Network Properties ..
SHMP Properties ...

[J Toggle Beacon

Port Threshold Alarm Configuration ... | Nickname | Details | FC Address | Switch ]

Port | Targel/Initiaior |

Load Firmware ...

Reset Switch 3
Restore Factory Defaults
Features ...

Download Support File...

I B

Figure 7-36 SANsurfer Switch Manager - Faceplate window

6. From the Switch Properties dialog (Figure 7-37 on page 199), enter a
symbolic name for your switch (for example, QL_1400). Enter a Unique
Domain ID ranging from 97-127 (1). Click the Enable radio button next to

Domain ID lock (2). In our example, we selected 102 for the DID. Click OK to
continue.
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& Switch Pro perties

World Wide Name:10:01:00:c0:c:07:02:42 First Port Address; GG0000

Operational State: onlire Firmware Yersion: 4.20.200

Symbolic Mame:  @L_1400 MAC address: 00::0:dd:07:22:44

IP Address: Q47171 2AR4

Symholi . Domain ID lock: & Enable Disable
Hame aL_1400 | ) JC L]

Administrative State: | anline i Broadcast Support: @ Enable () Disable

Doman I 102 0x @ In-band Management (s Enzble () Disable

FDMI HBA Entry Limit: (1000 FDIL: @ Engble () Disable

[ ok || cose || Hew |

Figure 7-37 Switch Properties window

7. Click OK when the Updating Switch Properties dialog box appears.
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Verify port settings

8. From the SANsurfer Switch Manager Faceplate, select your desired E-Port.

Next, select Port — Port Properties (Figure 7-38). In our example, we
designated port 0.

£ SANsurfer Swilch Manager - Faveplale

=)
it | foming View Ywizards Help

i T3 XX
Iort Symbolic Hame ... Zonim u Q LOGIC
Reset Porl 4 }p
Port Loophack Test ..
& 042171254 10 Horma
=3 QL_1400 E

Pt v |

Mcknamz | Ustars | HC Addiess Switch | Fort | largefinitan |

Figure 7-38 Port Properties window
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9. From the Port Properties dialog box (Figure 7-39), verify the following settings
are true:

Port State = Online

Port Speed = Auto-detect

Port Type = G-port

I/O Stream Guard = Auto
e. Device Scan = Enable

10.Click OK.

e o0 o o

£ Port Properties

Symbolic Name: QL_1400
Selected Port:  Forts

|Port States: ® online ) offline diagnostics ) down

|Port Speed:  ® auto-detect 0 16b  J2Gh (D 4Gh

|Port type: ) F-port t FL-port _ Donor
® G-port ) GL-port
|10 Stream Guard: ' Auto (! Enable () Disable

| [ WARNING: RSCH suppression must be used for initiator ports only |

| Device Scan: (@ Enable () Disahle

| 0K || Close || Help |

Figure 7-39 Port Properties window
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Configure storage ports
11.0n the Faceplate, select the port you will connect your storage. Select Port
— Port Properties (Figure 7-40). In our example, we selected port 5.

£ SANsurfer Switch Manager - Faceplate |T||E”§|
Lonmg Yiew \Wizards Hem
....... O XX
Zoni Hel
Resel Parl onny elp o LOG Ic
Switch | POt Loophack lest ..

=2 GL_1200

o QuodziT 154 ' Hormal

Purl vt MiLkiarne | Delzils | FCAudrssti| Swyiluh | 2ur. Targellr iliahu |

Figure 7-40 Port Properties window

12.Verify the following are true for port 5 (Figure 7-41 on page 203):
a. Port State = Online
b. Port Speed = Auto-detect
c. Port Type = GL-port
d. 1/O Stream Guard = Auto
e. Device Scan = Enable
13.Click OK.
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£ Port Properties

Symbolic Name: QL_1400
Selected Port:  Forts

|Port States:  ® online| ) offline ) diagnostics ) down
|Port Speed:  ® auto-detect O 16b  J2Gh (D 4Gh

|Port type: ) F-port ) FL-port ) Donor

) G-port ® GL-port
|10 Stream Guard: @ Auto (_} Enable () Disable

E[WARNING: RSCH suppression must be used for initiator ports only | |

| Device Scan: ® Enable () Disable

[ ok || Close || Help |

Figure 7-41 Port Properties settings window

14.Connect the storage to the port you configured in step 12 on page 202.
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15.Verify that a successful login occurs by checking for device registration in the
nameserver. See if the port login indicator in the Faceplate image is green.
Select the port and, in the Devices tab, verify the PortWWN of the device
appears. (Figure 7-42).

£ SANsurfer Switch Manager - Fareplata

File Fabric Swilch Port Zoning VYiew Wirards Help

O o & @ 0 = XX
Addd Open  Save  Refresh Fuents  Zoning  Help QLOGIC
Switch | al_1400
O @RCcLIITI R4 H. 1
£ GL_1400 Q it /\

] [ HMicknama | Datails =G Addeess | Suiilch [ Pret [ Taryetinitiatnr |
TN AN B3 77020 i | [ [RfinTna (ol _14nn 1Zni- 7 Tamet |IRH 173

T [»

Rl
l: Devives

Figure 7-42 PortWNN window

Bl

16.From the Faceplate, select the Configured Zoneset tab. Verify there are no
zones configured on the switch. If there are zones configured, see
manufacturer user's guide for instructions on how to remove a zone set and
zones.
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switch | o wLan
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= Gl_1400 :
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- | Configured Zonesets
=T

Figure 7-43 SANsurfer Switch Manager window

This switch is now configured to work with other fabrics.
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7.5 QLogic 4Gb FCSM connectivity to 1404 and SAN
environment

206

In this section, we discuss the configuration of the QLogic 4Gb Fibre Channel
Switch Module and establish connectivity to our SAN environment via the QLogic
1404. Perform the following instructions:

1. Launch your switch’s IP address from your browser. Enter the IP Address,
Login Name, and Password. Click Add Fabric to continue (Figure 7-44).

Add a New Fabric - SAN Browser X

Add a New Fabric

Fabric Name:

IP Address: |4 42 179 247

Login Mame: [3dmin

Password: [

Add Fabric Closea Help

Figure 7-44 Add a New Fabric window

1. From the Topology window in the left pane, click the drop-down tree and
double-click the IP address. Next, select your switch (in our example, the
defaultis FCSM4Gb). Select Switch — Switch Properties... (Figure 7-45 on
page 207).
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Figure 7-45 SAN Browser - Faceplate window

2. From the Switch Properties dialog (Figure 7-46), enter a symbolic name for
your switch. Click the Enable radio button next to Domain ID lock (1). Enter a
Unique Domain ID ranging from 97-127 (2). In our example, we selected 99
for the DID. Click OK to continue.

Switch Properties

World Wide Mame: 10:00:00:c0:dd:07:2a:kf First Port Address: 010000

Operational State: online Firmyvare Version; £.5.0.22.0

Symbolic Hame: FCSM4Gh MAC address: Qe ddO7 2akf

IP Address: YA42171.247 1

Symbolic Name: QL_FCSM4GHE Domain I lock: @ Enable (! Disahle

Administrative State! | pnline ) Broadcast Suppor: @ Epable (! Disable

Domain ID: a9 4‘6@ In-band Management: @ Enable () Disable

FDMIHBA EntryLimit: 1000 | FDME: @ Enable () Disable
| ok || cose || Hep |

Figure 7-46 Switch Properties window
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3. Click OK when the Updating Switch Properties dialog box appears.

4. From the Faceplate window, select your desired E-Port. Next, select Port —
Port Properties (Figure 7-47). In our example, we designated port 19.

5AN Drowser - Faceplaie |:]EE|
Flla Fahric  Switch |[Padt Zoning  Wew Wizards  Help
] A i Port Propertics ...
e b Port Symbalic Hame
" Reliesh Bwns - -
Resel Mort
=
switch | Port Loopback Test ...
AR ITI T i €20 Narmal
JoL_=TsMezk
Portiwia [ Micknamz Jctails | FGAddress | Switch | Pot [ Torzotini
12e0:EE 20T W (630107 |OL FCSMAGh  Bar1 ridialcr
; IRV UL AP [l SR b Akl
Gy 610413 |GL FCoM4ch  (Dayd ridaer
[ (630500 [OL_Foswash  [Baye [ rraicr
i [*]
| Devices | Swich || PartStats || Portinfo || Corfigured Zone
Bl

Figure 7-47 SAN Browser - Faceplate window

5. From the Port Properties dialog box (Figure 7-48 on page 209), verify the
following settings are true for port 19:

Port State = online

Port Speed = auto-detect

Port Type = G-port

I/O Stream Guard = Auto
e. Device Scan = Enable

6. Click OK.

2 0o oo
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7. When the Updating Port Properties - SAN Browser dialog box appears, click
OK (see Figure 7-48).

Port Properties

gsymhulic Name: QL_FCSM4Gh
Selected Port;  Ext 519

Part States: @}anlme G)ﬂfﬁlne @eﬁ:ﬂgnusﬂcs C)duwn

PortSpeed: ® autodefoct T 1Gh 026 T aGh

@Fg,pun ) Danor
) 6Lport

i uto (" Enable L@bi:sahje-
on must be used for initiator ports anly |

Figure 7-48 Port Properties window
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8. From the Faceplate, select the Configured Zoneset tab (Figure 7-49). Verify
there are no zones configured on the switch. If there are zones configured,
see manufacturer user's guide for instructions on how to remove the zone set
and zones.

5AN Drowser - Faceplaie
Fila Fabric Switch Port Zoning ‘ew Wizards Help

B & [ =

! Refresh DCwents Zoning lelp

[ swind | i ol _Framach

o @ aciTiut | @ narmal
1/GL_=28MAGE i

)\

\

[ Devices [ Suitsh | FortStats || Porlinfa | Corfigured 2

S —

Figure 7-49 SAN Browser - Faceplate window
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Connect FC cable from FCSM to 1404

9. Verify the E-Port (ISL) connection was successful. In the left panel, select the
IP address to obtain the Topology view window (Figure 7-50). Verify both
switches in the Topology viewing pane are visible. Optionally, you can telnet
into the switch and type the command show fabric and verify that you see
both switches.

SAN Rrmvser  Topalogy

B Fapiic Swilch Yow  liseds  Hele

I = 5

]
| Brslch
o EEAZTLF

oL _FosMech
=00 1400

Hetresh Lwents 12in

s

| a4z TLF

| @ vorrat

@ 21423 =
Horrial [ ]
!

I\ cknarr = CIFtallE

T

11100 Bayi I isdor Glogic Cap.

[SFRIT] Bag s raar Lo 1 .

13300 Day - r iz GLocle Car.

i |rienn Ry r i ol Ag I

21 22.00,00 80 85,02 57 dlk (012500 [ Buy £ I ilizdlon alugic Carp.

|21 30 00:00:8k:E4 787 Ma (013700 FEEed ol Bay * Ir Hiador Slogic C g,
Al 1l ¥

| meens [ actee Toneser | switch | ok

Figure 7-50 SAN Browser Topology window
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Create a zone set and zone
10.In the left panel, highlight QL_FCSM4Gb. From the Faceplate dialog window,
select Zoning — Edit Zoning (Figure 7-51).

SAN Browser - Facsplale

Fle  Fatnic Swilch Pu

E & 0

Refresh Events 2y

Ed Zaning CONg ..

N Artnmte /e Sel
Swilch | Deackivate Zone Set
f D ad2171.247 Pustonw Dufaull Zuring
N aL_FoEMaso
= Ol 1400

| klesncme | Detzlls  Fofddress | Swtes | Pot  Targeuntiztor |
i el 0100 sSMesh Bs i L
z00

Figure 7-51 SAN Browser - Faceplate window

11.From the Edit Zoning dialog window, select Edit — Create Zone Set
(Figure 7-52 on page 213).
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Figure 7-52 Edit Zoning- SAN Browser window

12.In the Create a zone set dialog box (Figure 7-53), enter a name for the Zone
Set Name field and click OK. In our example, we typed IBM_ITSO.

Create a zone set

Zone Set Name [IEM_TS0] |

| OK || Cancel | | Help |

Figure 7-53 Create a zone set window
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13.Highlight the Zone Set you just created. From the Edit Zoning - SAN Browser
action menu (Figure 7-54), select Edit — Edit Menu.
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Figure 7-54 Edit Zoning - SAN Browser window

14.In the Create a zone dialog box (Figure 7-55), enter a name in the Zone
Name field and click OK. In our example, we typed BCS_4100.

Create a zone

Zone Name [5C3_4100] |

| ok || Cancel H Help |

Figure 7-55 Create a zone window
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15.In the Edit Zoning - SAN Browser window (Figure 7-56), highlight the zone
you created. Select the members you want to be included in the zone. You
may use the Control key to select more than one member. Select Edit —
Add Members.
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Figure 7-56 Edit Zoning - SAN Browser window

16.To create more zones, repeat steps 11 on page 212 through 13 on page 214.
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17.0nce your zones have been created (Figure 7-57), click Apply to save your

configuration.
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Figure 7-57 Edit Zoning - SAN Browser window

18.From the Save Zoning and Error Check dialog box (Figure 7-58 on page 217),
select Perform Error Check.

216 IBM BladeCenter 4Gb SAN Solution



£

Save Zoning & Error Check

| PerormError Check | | SaveZoning | | Close

Figure 7-568 Save Zoning & Error Check window

19.0nce the Error Check is complete and no errors appeared (Figure 7-59),
select Save Zoning.

Save foning & Error Check

[Tharawara N arrars fourd

|Status: Error Check Complete

! Perform Error Check || ",SawZuningiE || Close

Figure 7-59 Save Zoning & Error Check window

20.Select Yes to activate your zone set(s) (Figure 7-60) once the save is
complete. You should select No if you are not prepared to activate the zone
set.

Zone set activation

After the Zoning save is completed would you like to activate one of the zone sets?

Figure 7-60 Zone set activation window
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21.Select the zone set you want activated and click OK (Figure 7-61).

Select Zone set to be activated

Select Zone Set |IBM_ITSO

| ok || cance

Figure 7-61 Select Zone set to be activated window

22.Click the Close button to complete your Zoning save (Figure 7-62).

Sawe Zoning & Error Check

There ware 0 errors faund.

Sending Changes...

Chanoes saved to @L_FCSMaGh. Saving Zoning...
QL_FCSM4Gh Zoning save complate.

Petivating zone set"IBM_ITSO"

Fone set"IBM_ITSO" activated.

Duration 0 second(s).

ISta‘lus: £one set "IBM_ITSO" activated.

| Save Zoning | | Close |

Figure 7-62 Save Zoning & Error Check window

23.Click the Close button to exit the Edit Zoning dialog window (Figure 7-63 on
page 219).
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Figure 7-63 Edit Zoning - SAN Browser window

Perform a SAN check (referenced in the Switch Interoperability Guide v6.0,
located at the following Web site: http://qlogic.com/interopguide/info.asp).

7.6 QLogic licenses

The following is the specific part numbers you should reference during purchase:
» QLogic 20-port 4Gb FC Switch Module (PN 26R0881)
» QLogic 10-port 4Gb FC Switch Module (PN 32R1904)
» QLogic/McDATA 10-port Upgrade (PN 32R1912)

» MCcDATA Mode Firmware Key Upgrade (PN 32R1795)
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EMC Boot from SAN

This chapter illustrates the detailed configuration procedure necessary to
implement the Boot from SAN (storage area network) solution using the IBM
BladeCenter blade servers with Linux and Windows 2000/2003 operating
systems, QLogic 4Gb FC HBAs, McDATA 4Gb Fibre Channel Switch Modules,
ISL through McDATA 4700 and Intrepid, and the EMC CLARIiiON CX700 storage
subsystem. The Boot from SAN configuration procedure is similar for the HS20,
LS20, and HS40 blade servers. The only exception is for the HS40 blade that
requires the boot device to be selected under the startup sequence options in the
setup menu (accessed by breaking the boot sequence using the F1 key). Thus,
the procedure explained in this chapter can be applied to the HS20, LS20, and
HS40 blade servers.
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8.1 Boot from SAN overview

Boot from SAN allows for the deployment of diskless servers in an environment
where the boot disk is located on the RAID (redundant array of independent
disks) capable storage server connected to the SAN. The server (Initiator)
communicates with the storage device (target) through the SAN using the Fibre
Channel host bus adapter (HBA). The software configuration parameters in FC
BIOS of the HBA allow the server to identify and map the boot disk on the SAN.
The Boot from SAN function allows for consolidation of the server and storage
hardware and facilitates a central point of management.

The system downtime is greatly minimized in case a critical component such as a
processor or host bus adapter fails and needs to be replaced. The system
administrator only needs to swap the hardware and reconfigure the FC HBA
BIOS, fabric zoning, plus change the host port definitions on the storage
subsystem. The system image still exists on the logical drive and the server is
operational once the hardware swap and configuration change is completed.

Because the EMC CLARIiON storage subsystem is configured with dual
redundant Service Processors for fault tolerance, high availability, and load
balancing, it is critical for the initial install of the operating system that only a
single and unique path from the blade to the logical drive (boot LUN) on the
storage subsystem is configured. As such, the secondary path via the second
Service Processor must be disconnected or isolated by excluding the second
port on the HS20 FC HBA card and the EMC CLARIiON Service Processor B in
the initial zone configuration. The second path is included in the active zone
configuration after the operating system is successfully installed and it has been
verified that the HS20/HS40 blade successfully boots from the logical drive on
the SAN.

Table 8-1 lists the hardware and software components used in implementing the
lab setup to test Boot from SAN for Linux and Windows 2000/2003 operating

systems.

Table 8-1 Hardware and software for SAN solution
Hardware configuration Quantity | Software configuration
HS20 Blade (8832) 1 BIOS 1.10, FC BIOS 1.04.
HS40 Blade (8839) 1 BIOS 1.62, FC BIOS 1.04.
HS20 Blade (8843) 2 BIOS 1.08, FC BIOS 1.04.
LS20 Blade (8850) 1 BIOS 1.08, FC BIOS 1.04.
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Hardware configuration Quantity | Software configuration

McDATA Fibre Channel Switch 2 Firmware 5.5.0.22

Module

EMC CLARIiON 700 Storage 1 Note: The EMC support matrix the
Server HBA BIOS levels should be "1.13".

8.2 Pre-configuration checklist

Before proceeding to implement the Boot from SAN environment, ensure that the
following tasks are completed:

1.

Fibre Channel Switch Fabric

Refer to the Switch User Guide for configuration details.

Ensure that the unique Domain ID and IP address are configured on all
the switches.

Verify the switch external port settings are enabled from the BladeCenter
Management Module Advance setup menu. See “Setting the switch
module IP Address and enabling external ports” on page 44.

Back up the switch fabric configuration.
Configure fabric Zoning using the McDATA SANbrowser.

CX700 Storage

Refer to the latest EMC CLARIiiON Release Notes and Installation and
User Guide for configuration details.

Obtain the IP addresses of the EMC CLARIiON storage subsystem.

Ensure that the EMC CLARIiON storage service processors and drives
are cabled correctly.

Verify and create the new logical drive, if needed.

Remote Management Setup via TCP/IP

Verify and install the necessary Java plug-in 1.4.2_03 or above to access
the McDATA Web Interface on the Remote Management workstation.

Install the Navisphere Management Agent and CLI application required to
access the EMC CLARIiON storage server. Install it after the HBA has
completed registration.
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8.3 Configuring Boot from SAN

In this section, we begin discussing the specific activities necessary to implement
a Boot from SAN using EMC technology.

8.3.1 Configure the Primary Boot Path from the HS20 blade BIOS

The following steps illustrate the procedure for booting an IBM BladeCenter
blade server from an EMC CLARIiON storage device. Either Linux or the
Windows 2000 and Windows 2003 Advance Server or Server Edition can be
loaded once the environment is configured.

1. Perform the physical connectivity for the EMC CLARIiON storage subsystem
and the switch fabric, as shown in the EMC CLARIiiON CX700 and Fibre
Channel Switch Installation and User Guides.

2. Perform the blade BIOS configuration, as shown in “Blade server F1 setup” on
page 36.

3. Perform the Fibre Channel HBA configuration, as shown in “QLogic Fast!Util
setup” on page 38.

8.3.2 Fabric Zoning configuration

224

The Fabric Zone configuration consists of the following tasks:

» Access the switch management interface and log in with Administrator
privileges.

» Select the Zoning menu.

» Create a zone.

» Add member(s) to a zone.

» Create a new zone set if there no active zone set.
» Add zone(s) to a zone set

» Activate the zone set

» Verify the active zone set

Note: Notice in Figure 8-1 that there is only one path from the blade server to
the EMC CLARIiON Service Processor A. This is essential to successfully
installing the OS on the boot disk mounted on the EMC CLARIiiON CX700.
The second path to the Service Processor B is purposely excluded for OS
installation through the single path.
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Figure 8-1 Blade server boot from CX700 primary path

The following steps illustrate the zone configuration for the primary path from the
EMC CLARIiON Service Processor A and the first port on the HS20 blade host
bus adapter, which corresponds to the IRQ address 2400.

1. ldentify and record the WWNSs of the EMC CLARIiiON Service Processor A
port 1 and the first FC port on the host to be used in the new active zone set.
Verify the nameserver table for the hosts and storage ports login status.

2. Zoning.

Note: For a detailed procedure to configure zoning, refer to the
corresponding switches’ (Brocade, Cisco, McDATA, or QLogic) User Guide.

In an interoperable fabric, we highly recommend not using multiple Zone
management interfaces. For example, in a intermix fabric with QLogic and
McDATA; zone management can be done exclusively from McDATA tools,
such as EFCM, QLogic SANpilot interface, or from the CLI.
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Zoning configuration steps:

a.
b.
C.

Create a Zone: 182bi46_qla1_CX3_4D_3_SPAO0.
Add the WWNs of the HBA 0 and the CX700 SP-A port1.

Add the Zone: 182bi46_qgla1_CX3_4D_3_SPAO0 as a member of the active
zone set or create a new zone set and insert the zone into the new zone
set.

Activate the zone set.

8.4 Blade server F1 setup

This step should be performed when you are prepared to configure a Boot from
SAN environment. Perform the instructions in 4.2, “Blade server F1 setup” on
page 36 to disable the use of the IDE or SCSI drives that may be installed in the
HS20, HS40, or LS20.

8.5 Configure a startup device for an HS40 blade only

Following the reboot initiated in the preceding step, you should carefully watch
the boot sequence for the Setup menu,

226

a.

b
c.
d

Press the F1 key to enter the setup menu.

. Select Startup options.

Select Startup sequence options.

. Select Second Startup Device and press Enter to list all the startup

devices, as shown in Figure 8-2 on page 227.

The Fibre device will be listed as one of the startup device, assuming the
FC BIOS is enabled and the boot device is mapped correctly from
Fast!UTIL menu.

Select the fibre device and press Enter. You will see a window similar to
Figure 8-3 on page 227.

Save and exit.
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Startup Sequence options

Startup Segquence options Specifies the boot
sequence from tha

First Startup Device LTEAC CD-224E1] available devices.

Second Startup Device [TEAC FD-ESPUR]

Third Startup Device [EFI.1.18.14.611 AA device enclosed in

Fourth Startup Device [HA @ PortID D18DBE] | parenthesis has been

disabled in the
corresponding type
mENU .

HA O PortID 919089 1742-900

U Select Item
+— Change Option
F1 General Help
F18 Save and Exit
ESC  Exit

Vil2.51 (C)Copyright 1985-20H3, American Megatrends, Inc.

Figure 8-2 Startup Sequence options window

Startup Sequence options

Startup Sequence options Specifies the boot
sequence from the

First Startup Device L[TEAC CD-Z24E] available devices.

Second Startup Device [HA O PortID O180EH]1

Third S5tartup Device [TEAC FD-A5PR] Al device enclosad in

Fourth Stactup Device [EFI.1.18.14.511 parenthesis has heen

disabled in the
corresponding type
MENL .

Tl Select Item
+— Change Optionm
F1 Gensral Help
F18 Save and Exit
ESC  Exit

V2,51 (C)Copyright 1985-2303, American Megatrends, Inc.

Figure 8-3 Startup Sequence options window
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8.6 Blade server - QLogic HBA setup
This section discusses our setup of the QLogic Fibre Channel HBA establishing
a connection with the EMC CLARIiiON CX700 WWN (world wide name).

1. Start the BladeCenter HS20 to configure the QLogic HBA. When you reach
the Ctrl-Q application (Example 8-1), type Ctrl-Q and press Enter to access
the QLogic Fast!UTIL.

Example 8-1 Citrl-Q execute window

Broadcom NetXtreme Ethernet Boot Agent v3.1.15
Copyright (C) 2000-2002 Broadcom Corporation
A1l rights reserved.

Broadcom NetXtreme Ethernet Boot Agent v3.1.15
Copyright (C) 2000-2002 Broadcom Corporation
A1l rights reserved.

QLogic Corporation

QMC2462 PCI Fibre Channel ROM BIOS Version 1.04

Copyright (C) QLogic Corporation 1993-2005. A1l rights reserved.
www.qlogic.com

Press <CTRL-Q> for Fast!UTIL
BIOS for Adapter 0 is disabled
BIOS for Adapter 1 is disabled
ROM BIOS NOT INSTALLED

<CTRL-Q> Detected, Initialization in progress, Please wait...
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The window shown in Figure 8-4 should then appear.

QLogic Fastt!UTIL

elect Host Adapter
dapter Tupe 1.0 Address Slot Bus Device Function

UMC24625 5166

Figure 8-4 Select I/O Address window
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2. Select the 0 ID and press Enter. You will see a window similar to Figure 8-5.

OLogic Fast'UTIL

elected Adapter
Adapter Type 10 Address Slot Bus Device Function

Scan Fibre Dewices
Fibre Disk Utility
Loopback Data Test
Select Host Adapter
Exit Fast®UTIL

Figure 8-5 Fast!IUTIL Options window
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3. Select Configuration Settings. You will see a window similar to Figure 8-6.

(Logic Fast*UTIL

elected Adapter
Adapter Typs 1.0 Address Slot Bus Device Function

Conf iguration Settings

Selectabls Boot Settings
Restore Default Settings
Raw Huram Data

Advanced Adapter Settings

Figure 8-6 Configuration Settings window

Chapter 8. EMC Boot from SAN 231



4. Under Configuration Settings, click Adapter Settings. You will see a window
similar to Figure 8-7.

elected Adapter
Adapter Type 1.0 Address Slot Bus Device Function

Adapter Settings

BIDS Address:

BIDS Rewvision:

Adapter Serial Humber :

Interrupt Lewel :

Adaptar Port Hame:

Host Adapter BIDS: Enabled

Frame Size: 2648
Loop Reset Delay: 5
Adapter Hard Loop ID: Disabled
Hard Loop ID: 125
Spinup Delay: Disabled
Commection Options: P

Fibra Channel Tape Support:Disabled
Data Rate: 2

Figure 8-7 Adapter Settings WWN info and enable BIOS window
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5. Ensure that the Host Adapter BIOS is Enabled, the Hard Loop ID is set to
125, and the Data Rate is set to 2 (auto detect). Press Enter to change
settings and Esc to exit. Next, you will see a window similar to Figure 8-8.

(Logic Fast*UTIL

elected Adapter
Adapter Type [-0 Address Slot Bus Device Function

onfiguration Settings

Adapter Settings

Salectable Boot Settings
Restore Default Settings
Raw Huram Data

Advanced Adapter Settings

Figure 8-8 Configuration Settings window
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6. Select Selectable Boot Settings and press Enter. You will see a window
similar to Figure 8-9.

OLogic Fast*'UTIL

elected Adapter
‘ Adapter Type [0 Address Slot Bus Dewice Function \

electable Boot Settings

Selectable Boot :

(Primary) Boot Port Hame ,Lun: EEEEEEEEEEEEEEEE |,
Boot Port Hame,Lun: RN RN,
Boot Port Hame ,Lun: EEEEEEEEEEEOEEEE |,
Boot Port Hame.Lun: CECCEEEEEREEGEGECE ,

Press "CY to clear a Boot Port Hame entry

Figure 8-9 Selectable Boot Settings window

7. In the Selectable Boot Settings window, ensure Selectable Boot is set to
Enabled (Do not press Enter). Stop at this point. Go to Configure McDATA
Fibre Channel Switch Module. You will resume this step in “Blade server -
QLogic HBA setup continuation” on page 262.

8.7 Configure McDATA Fibre Channel Switch Module

In this section, we will access the McDATA SANbrowser to begin the configuring
of zones for accessing storage LUNs on the EMC CLARIiiON CX700.

1. To begin, enter the IP address of the McDATA Fibre Channel Switch Module
for the IBM eServer BladeCenter into your favorite Web browser. You will see
the Java Plug-in Version Check and after several seconds a window similar to
Figure 8-10 on page 235.
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£ Add a New Fabric - McDATA SANbro |

Add a New Fabric

Fabric Hame: (| inuy_environment
IP Address: 172 23189224

Login Mame: |zdmin

Passwaord: [

[ addfabric || close || Hem |

Figure 8-10 Add a New Fabric window

2. Enter a Fabric Name, then proceed with typing in the login name and
password and click Add Fabric. You will see a window similar to Figure 8-11.

& Non secure connection check x|

Fabric Linux_emaAronment: The switch at IP address 172.23.189.224 failed to respond to a request for a secure connection.

Would you like to establish a non-secure connection?

| Yes || Ho || Help |

|_| Don't ask me again (You can re-enable this dialog in User Preferences).

Figure 8-11 Non-secure connection verification window
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3. Select Yes to establish a non-secure connection. You will see a window
similar to Figure 8-12.

4 McDATA SANbrowser - Topology ] ]

File Fabric Switch View Wizards Help

B 2 [ E

i Refresh Ewvenis Help
Switch #| Linuw_erwironment
@ @ Linux_emvironment gf . Normal

4400_1
hicDATA EFC Manageahle

[ VY MDATALGD Top
Mormal

//.
2Gh (ED-G4M)

=T 4 EFChi Manageable

4 Port YN Micknarme Details | FC Address Swritch Part Targetinitiator Wendaor |
#|[21:00:00:e0:8b:95:59:12 L) Gd0100 IBM_McDATA4G Initiatar @QLogic Caorp -
10:00:00:00:c9:45:24:7a L} Bd0200 IEM_McDATASG... Initiatar EMULEX CORPORATI
21:00:00:0c:60:0d3 fe:hB 3] G400 IEM_McDATA4G... Initiatar IBM Corporation
21:00:00:09:6h:16:00:36 L) Bd0600 IBM_MCDATASG... Initiatar IBM Corporation
21:00:00:e0:80:95.70:1 e [1)] Gd0a0n IEN_McDATALG Initiator GlLogic Corp. -
1[4 B | v
B

Figure 8-12 Topology window - Linux environment

In this topology, a large Fibre Channel SAN environment is displayed. The
McDATA Fibre Channel Switch Module for IBM BladeCenter is circled. This is the
switch module we utilize to create our zone sets. In the left panel, double-click
Linux_environment to see the IBM_McDATA4Gb_Top settings.

Note: Depending on your fabric environment, there are other products you
can use to configure your zones, for example, Connectrix Management.
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The window shown in Figure 8-13 should appear.

£ HeDaTA anbeowses -Facepate 5l

ifle Fabric Switch Port Zoning View Wizards Help

B e @O &

Refresh Ewents Zoning Help

Switch | IBM_McDATA4Gh_Top
9 = O Normal
[IBM_McDATA4GH_Top
i 44N
mm 4700_1

5 Moon 16 (ED-B4M-2)
s Dell_Glacier213_4Gh
@ Dell_Glacier214_46Gh
e DS_16E2_4 :
s Goofy 26k (ED-64M) || 1 -
@ Spheron-2 :

[ IEM_McDATALGH_Bot | o0 I m n Il I IO
e 10:00:08:00:88:29:18 — |

Por WA | Mickname | Details | FC Address | Switch | Port | Targetinitiator | Vendar
21000060 Bl 558 (L |BdD100 IBM_MCDATA4G | Bay 1 Initiatar Qlngic Carp
10000000 ET 483478 | Bd0z0n IBM_McDATA4G [Bay?  Inifiatar EMULEX CORPORATIO
2100000 0o 3 fe b i |BdD4on IBM_McDATA4G |Bayd  Inifiatar IBM Carporation
21:00:00:09 Ak 1A00-36 i |BdDBO0 IBM_McDATA4G |Bayh  |Inifiatar IBM Carporation
21000060 Bk B570 . (i |Bdoa0n IBM_McDATA4G [Bay 10 Inifiatar Qlngic Carp
10000000 ED 48240 i | Bdobon IBM_McDATA4G [Bay 11 |Inifiatar EMULEX CORPORATIO
10000000 ET 48247 | Bd0con IBM_McDATA4G [Bay12  Inifiatar EMULEX CORPORATIO

[10:00:00:00:09:48:23:5¢ W) |Gdodon IBM_McDATA4G. . [Bay 12 |Inifiatar EMULEX CORFORATIO
21:00:00:09:6k:36:21:h2 [ Gelle0n IEM_McDATA4G . Bay 14 Unknawn IBM Corporation

4B 7
::.L Devices L Switch L Port Stats LPurt Info LCnnﬁgured Zonesets

Figure 8-13 Switch faceplate window
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4. Highlight IBM_McDATA4Gb_Top. You will see a window similar to

Figure 8-14.
o]
File Fabric 5wnch| Port Zoning Miew Wizards Help
Archive ...
Restore ...
: User A
Switch | | Set Date/Time ...
?Q E"WX_ Switch Properties ...
1B | . .
& 44 Advanced Switch Properties ...
47 Senvices ..
& Mg Security Consistency Checklist ...
&= Dy Network Properties ...
s Dg
@ pg SMMP Praperties ..
&2 Gq [0 Togyle Beacon FR 3 iz
G 5 =
[igw | Port Threshold Alarm Configuration ... o O nomBn o0 OO0 0 I I m
@2 10 Load Firmware ...
eSS ich " T Nickname Details | FC Address | Switch [ Port | Targetinitiator | Vendar
Restore Factory Defaults [{] G07100 IEM_tdcDATA4G ... | Bay 1 Initiatar @Logic Carp.
D a (i) |5a0200 IBM_McDATA4G..[Bay2 |Initiator EMULEX CORPDRATIO
D - 1034 S t Fil (5] Gd0400 IEM_McDATA4G . Bay 4 Initiatar IEM Corporation
owniaad Support File... 6 iy |Bd0s00 IEN_McDATA4G [EBayB [Iniliator IEM Corporation
: 21:00:00:e0:80:95:70:1e (i) Bd0ann IEM_McDATA4G. . Bay 10 Initiatar @QLogic Corp
10:00:00:00:c9:48:24:dc (i) 6d0b00 IEM_McDATAAG... Bay 11 Initiatar EMULEX CORPORATIO
H[10:00:00:00:c9:48:24:7c [ Bd0c00 IEM_McDATA4G..[Bay 12 Initiator EMULEX CORPORATIO
10:00:00:00:c9:48:23:5¢ [{¥] Bo0d00 IEM_McDATA4G..[Bay 13 Initiatar EMULEX CORPORATIO
(i) [6doeno IEM_McDATA4G.  Bay 14 Unknown IBM Corparation

21:00:00:09:60:36:81:h2

:‘|

Devices | Switch | PortStats | Partinfo | Configured Zonesets

Bl

Figure 8-14 McDATA SAN Browser - Faceplate window
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5. Select Switch — Advanced Switch Properties. You will see a window
similar to Figure 8-15 on page 239.
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4. pdvanced Switch Properties

World Wide Name: 10:00:08:00:88:e0:01:0d First Port Address: 50000
Operational State: online Firmware VYersion: 5.5.1.6.0
Symbaolic Hame:  IBM_McDATA4GH_Top MAC address: Qcdd:07:2a:9c
IP Address: 172.23188.224

Timeout Yalues Interop Mode

R_A_TOV: 10000
E_D_TOW: 2000

Interop Mode: @ Standard ) McDATA Fabric Mode

| OK || Close || Help |

Figure 8-15 Advanced Switch Properties window

The McData Switch Module defaults to the McDATA Fabric Mode when originally

configured. For our environment, we must be in Standard mode.

Note: Default mode: Select this mode if the fabric contains only McData
switches and directors operating in McData Fabric 1.0 mode.

If the switch is in McDATA Fabric Mode and you change the Default Zone

setting, the new setting is propagated to all switches in the fabric. If the switch
is in Standard mode and you change the Default Zone setting, the new setting

is not propagated to any other switches in the fabric.
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In our example, we have different types of switches in our fabric. Ensure
Standard mode has been selected and click OK. Next, select Switch — Switch
Properties. You will see a window similar to Figure 8-16.

& _switch Properties x|
World YWide Name: 10:00:03:00:88:20:01:04d First Port Address: 640000
Operational State: online Firmware Yersion: 5.5.1.6.0
Symbolic Name:  1BM_McDATA4Gh_Top MAC address: 00:c0:dd:07:2a:9¢
IP Address: 17223189224
Symhbolic Name: M_McDATA4Gh_Top Domain ID lock: @) Enable ) Disable
- = | 1 %
Administrative State: | pnline Zl/ Broadcast Support: (@ Enable () Disable
Domain ID: 109 0x m In-band Management: (@ Epnable () Disable
FDMI HBA Entry Limit: |1000 FDMI: % Enable ([ Disable
| ok | | Close | ‘ Help |

Figure 8-16 Switch Properties window

6. From the Switch Properties dialog (Figure 8-16), enter a symbolic name for
your switch. For our example, the name is IBM_McDATA4Gb_Top. Click
Enable for the Domain ID lock radio button to ensure that the switch always
has that Domain ID. In the Domain ID box, type a unique Domain ID in the
97-127 range for the switch (2). In our example, we selected 109 for the DID.
Click OK to continue.
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The window shown Figure 8-17 in should appear.

McDATA SANbrowse: aceplate - |E| 1'

File Fabric Switch Eorl|§nning View Wizards Help

,_—*L @9 [n Port Properties ...

R Port Symbolic Name ...
= Reset Port
Switch | Port Loopback Test..,  AGb_Top
@ @ Linux_environment : U Mormal
[ IBM_McDATA4GH_Top
@ 4400_1
= 4700_1 :
& hoon 1Gh (ED-640-2)
@@ Dell_Glacier213_4Gh ||
& Dell_Glacier214_4Gh
8 DS_16B2_4
@8 Goofy 2Gh (ED-GAM) :
@@ Spheron-2 :
0 IEM_McDATA4Gh_Bot || m
E 10:00:08:00:88:29:1 8

Port Y] [ Mickname Details | FCAddress | Switeh | Port | Taraetinifiator | Vendor
|21:00:00:20:80:95:59:12 i) Gd0q00 IBM_McDATA4G.. Bay 1 Initiator GLogic Corp
|[10:00:00:00:c9:48:24:7 4 Y] G0z200 IEM_tcDATA4G...|Bay 2 Initiator EMULEX CORFPORATIO
#{(21:00:00:0¢ B0:d3:ferbB Li} Bd0400 IBM_McDATAAG.. Bay 4 Initiator IBM Carporation
||21:00:00:08:6b:16:00:36 (i) G000 IBM_McDATALG... Bay 6 Initiator IBM Corporation
(|21:00:00:e0:80:95 701 1Y) Bd0a00 IEM_McDATA4G. . [Bay 10 Initiator GLogic Corp
{[10:00:00:00:c9:48:24:de Li} Bdobo0 BN _McDATA4G. | Bay 11 Initiator EMULEX CORPORATIO

10:00:00:00:c9:48:24:7¢ £ Be0c00 IEM_McDATA4G. [Bay 12 Initiator EMULEX CORFPORATIO
A([10:00:00:00:c9:48:23:5¢ [#Y] Bd0d0n IEM_McDATA4G. [Bay 13 Initiator EMULEX CORPORATIO
2||[21:00:00:08:6h:36 2102 i} Bd0enn IBM_McDATALG. |Bay 14 Unknowh BN Carporation

<
Devices | Switch | PortStats | Portinfo || Configured Zonesets

Figure 8-17 McDATA SANbrowser Faceplate window
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7. Atthis stage, we need to configure our ports. Select Port — Port Properties.
You will see a window similar to Figure 8-18.

i port Properties x|

Symhbolic Hame: [BM_McDATA4Gh_Top
Selected Port:  Ext 215

Port States: ® online ' offline ' diagnostics ' down

Port Speed: @ auto-detect (0 1Gh 0 2Gb (1 4Gh

Porttype: ) F-port ) FL-port ) Donor
@ G-port ) GL-port
Device Scan: ‘@ Enable ) Disable
[ ok || close || new |

Figure 8-18 Port Properties window
8. From the Port Properties dialog box, verify the following settings are true for
port 2:15:
a. Port States = online
b. Port Speed = auto-detect
c. Porttype = G - port
d. Device Scan = Enable

Note: G-Ports (General ports): Automatically configured to E or F ports to
support switches or fabric devices. All switch ports should be set to G-port,
except for tape libraries that do not support F-port; see GL ports below.

9. Click OK.

10.From the McDATA SANbrowser Faceplate window, select Zoning — Edit
Zoning. You will see a window similar to Figure 8-19 on page 243.
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£ Edit Zoning - McDATA SANbrowser

File Edit

Remove

@ Zone Sets
Zoneset ORFPHAMN ZOME SET

@ ZoneSet: McDataFakric
& [T7] Zone: BL20pG3_1_HEBAD_CX700_3 |
& [3 Zone: BI20pG3_1_HBA1_C¥700_3_5

I T

© B% Domain109 Port# 12

P

FC Address: Gd0c00
VWL 10:00: 00:00: c9:48: 24: TC(EMULEX COF

5]

© B% Domain109 Port# 13

P

FC Address: Ga0d00

[ »

@ [Z=] Zone: BL25p7_HEAQ_CX750_3_SPA L W 10:00:00:00: c0:48:23: SCEMULEX COF
&[5 Zone: BL2ZEPT_HBAD_CHE50_1_SPA] © B% Domain109 Port# 14
& [T5] Zone: BL245pT_HEBAD_MegatronSas (5 ? FC Address: Gd0ed0
=
o= E Fone: BL25p7_HBA1_CX750_3_SPE |_| WWH 27:00:00:09: 6h: 36: e T:H2{TENT Corporal
Domain 109 Port# 15
o Zone: BL25p7_HBA1_CX850_1_SFE
(= Zone pr_HBEAT_ -- Dormain:109 Port# 16
@ [T7] Zone: BL25pT_HBAT_Megatron12dA Dornain109 Port# 17
& [T5] Zone: BLZ6pA_1_CX700_3 (S0 Dormain:108 Port# 18
3 Daomain: 1049 Port#19
& [ Zone: BL25pA_2_CXTO0_3 (Saff) @ s 1400 1
& [T-] Zone: BL25pE_1_CX700_3 (Sof |1 e FC Address: 510213
© [ Zone: BL25pB_2_Cx700_3 (S0f) - WWWN: 23.00:00:08 £8:00:a7 3d(Egenera, Inc)
@ [T7] Zone: BL30p1_HEAD_DMX10001 334 [ 9 FC Address: 510313

]

]

[4]

| Apply H Close || Help |

Figure 8-19 Edit Zoning - McDATA SANbrowser window

11.Click the Zone Set icon to create a zone set. You will see a window similar to

Figure 8-21 on page 244.

4 Create a zone set

Zone Set Name || inuy_tesd

oK

|| Cancel || Help |

Figure 8-20 Create a zone set window
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12.Type in a zone set name. For our example, we typed Linux_text. Click OK.
The window shown in Figure 8-21 should appear.

4. Edit Zoning - McDATA SANbrowser il
File Edit
= " A
§ = = o
Zonhe Set Zone Remove
Zane Sets | = LT -
¢ : 2 X% Domain109 Por# 12 —
ZoneSet ORFPHAN ZOME SET - -
i ? D FC Address: Gd0c00 [
ZoneSet: Linuptoct : = o
. et e, CrEAteaZone.. ig _ T VVIN: 10:00:00:00:08:48:24:Te(EMULEX CORP
: . 2 X% Domain109 Pot# 13
© [ Zone: BL2 Rename .. ER N ¢ [] Fcadaress: 6andon
- [3) Zone: BI20pGI_T_HEAT_CR/UU_3_S E WYN: 1 0:00:00:00:09:48: 23 Sc(EMULEX CORP
& [ zone BLz5p7_HEAN_Cx750_3_SPAl || 9 ¥ Domain108 Port# 14
@[3 Zone: BL25p7_HEAD_CX950_1_SPA] | ¢ [ Fcrddress:6aveno
o E Zone: BL25p7_HEAD_Megatron5ah (3 . E Wi 2100000960 36.e1:h2{EM Corparatio
@ [T Zone: BLI5p7_HBA1_CX750_3_SPB( | ;: ggm::m gg Egﬂ 1:
@ [T Zone: BL25p7_HBA1_CX950_1_SPB] |- | Domain'108 Port# 17
& [T5] Zone: BL25p7_HBAT Megatronzda{ | Dormain:108 Port# 18
3 Daomain: 1049 Port#19
& [ Zone: BL25pA_1_CXTO0_3 (Saff) @ s 1400 1
& [T-] Zone: BL25pA_2_CX700_3 (Sof o] FC Address: 510213
@ [ zone: BL25pE_1_Cx700_3 (3of) - WWWN: 23.00:00:08 £8:00:a7 3d(Egenera, Inc)
ol |E| Zone: BL25pB_2_CX700_3 (Soff) = : 9 FC Address: 610313 =
[»] v
| Apply | ‘ Close | | Help |

Figure 8-21 Zoning switches listed window

13.In the left panel, right-click ZoneSet: Linux_text and select Create a Zone....
You will then see a window similar to Figure 8-22.

Zone Name |182bi46_gla1_CX3_4D_3_SPA0

| 0K || Cancel || Help |

Figure 8-22 Create a zone window
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14.in the Create a zone dialog box, enter a name in the Zone Name field. In our
example, we typed 182bi46_glal_CX3_4D_3_SPAO. Click OK. You will then
see a window similar to Figure 8-23.

4 Edit Zoning - McDATA SANbrowser Ll
File Edit
Zone Set Insert Remove
= : -
? Zon%m;onesmz ORPHAN ZOME SET P M Domair109 Fort#12 L
@ Ij FC Address: Bd0c00 B
7558 ZoneBet: Linux test > B W 10:00:00:00:09:48:24:7 c(EMULEX CORPORATION] ]
£ Zone: 132hid6_glal_CX3_40_3 SPAD (Soff ¢ W% Domain:109 Port#13
L FoneSet: McDataFabric Q Ij FC Address: Bd0dOn
@ [ Zone: BL20pG3_1_HBAD_CX700_3_S {:} WA 10:00:00:00:69:48:23:5c(EMULEX CORPORATION)
© [T zone: BI20pG3_1_HEAT_CX700_3_SH Domain:109 Port# 14
© [ Zone: BL2Z6p7_HBAD_CX750_3_SPAN 9 [] Fcaddress: aveoo
@ E' Zone: BL25p7_HBAD_CXI50_1_GPA2 E W 21:00:00:09:6h:36:e1:b2{EM Corparation)
@ [ Zone: BL25pT_HEAD_Megatransah (5 gzm:::lgg EE:;E
@ [T Zone: BL25p7_HBAT_CX750_3_SPEQO Domaind09 Port#17
© [5] Zone: BL25p7_HBA1_CX950_1_GPBZ Domain:109 Part# 18
;| Domain 109 Port#19
@ E| Zone: BL2Ap7_HBA1 _Megatrant 2dA {3 3 @ @8 4400 1
@ E| Fone: BL2ApA_1_CXF00_3 (Soffy @ FC Address: 610213
@ El Fone: BL2ApA_2_CXF00_3 (Soffy o WM 23:00:00:05:e6:00:a7:3d{Egenera, Inc.)
@ [T Zone: BL2SpE_1_C700_3 (Sof) ] FC Address: 510313
| ’l - F‘ AN 2000005 eR 00a? IdfFaanara [heh :
| Apply | | Close | | Help |
Figure 8-23 Creating 182bi46_qgla1_CX3_4D_3_SPAO zone window
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15.1In the right panel, add the QLogic HBA to Zone:

182bi46_gla1_CX3_4D_3_SPAO0. Hold down mouse button and drag the

member to the zone. In our example, this is WWN:

21:00:00:09:6b:36:e1:b2(IBM Corporation).You will see a window similar to

Figure 8-24.
£ Edit Zoning - McDATA SANbrowser ll
File Edit
@ = = &
Zone Set Insert  Remove
@ Zone Sets |

¢ DorIrT;in:mQ Port#12
L Ij FC Address: 6d0c00
E WM 10:00:00:00:c9:48:24: 7 c(EMULEX CORPORATION)
G 3% Domain1 08 Port# 13
© [] Foaddress: sa0d0n
E WA 10:00:00:00:c9:458:23:5c(EMULEX CORPORATION)
© ¥ Domain109 Port# 14

¢ [ Fcaderess: Ganen
= WWHN: 27:00:00:09:6b:36: e T:h2{1BIF Corporation)
2% Domain10¥ Port# 15
¥¥ Domain109 Port# 16
Domain109 Port#17
Domain109 Port# 18
Domain109 Port#19

ZoneSet ORPHAMN ZOME SET
G ZoneSet: Linux_test
© [ Zone: 1820i46_glal_CX3_40_3 SPAD (Son
|:| YW 2100000960361 b2 A
L ZoneSet McDataFabric
© [7] Zone: BL20pG3_1_HBAD_CX700_3_S
© [T Zone: BI20pG3_1_HEAT_CX700_3_SH
© [T Zone: BL25p7_HEAD_CXTS0_3_SPAD
© [T Zone: BL25p7_HEAD_CX950_1_SPA2
© [T5] Zone: BL25p7_HBAD_MegatronSaA (Sd
@ [T5] Zone: BL25p7_HBEA1_CXT50_3_SPBO
© [7] Zone: BL2Ep7_HBA1_CX850_1_SPE2

N

1
g

@ 4400_1
@ E| Zone: BL2Ap7_HBA1_Megatron2dA (3 @ FC Address: 610213
)

@ [T Zone: BL25pA_1_CX700_3 (Sof
@ [T Zone: BL25pA_2_CX700_3 (Soff

o W 23:00:00:05:e6:00:a7:3d{Egenera, Inc.)
@ FC Address: 610313

"""" AR 2 A0 0005 6/ 0027 3dfErenara lhet

[¥]

1]

| Apply || Close || Help |

Figure 8-24 182bi46_qgla1_CX3_4D_3_SPAO zone window
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16.In the right panel, locate the Storage WWN that will be utilized for the Boot
from SAN configuration (see Figure 8-26 on page 248).

Edit Zoning - McDATA SANbrowser x|
File Edit
= -4 ol
G ® & o
Zone Set Insert  Remove
¢ Zone Sets FC Address: 641813 -

(| ZoneSet ORPHAN ZOME SET

=

ZoneSet: Linux_test
@ [ Zone: 1920i46_glat_CR3_40_3_5RA0 (3ot
T WG 210000098b 36102

FC Address: 641913
E W 21:00:00:e0:80:18:29:1 e{QLogic Carp.)

FC Address: 641313

ZoneSet McDataFabric
& [T Zone:
& [T Zone:
& [T Zone:
- [T5 Zone:
@ E| Zone:
& [ zone:
& [T Zone:
& [T Zone:
© [L7] Zone:

o [T5] Zone:

BL20pG3_1_HBAOD_CXF00_3_5S|
BIZ0pG3_1_HBAT_CX700_3_SH
BL28pT_HBAD_CX7a0_3_SPAD
BL2a8pT_HBAD_Cx9a0_1_SPAZ
EL25p7_HBAD_Megatronsa {Sd
BL28pT_HBA1_CX7a0_3_SPEO
BL28pT_HBA1_CxX950_1_SPB2
BEL25p7_HBA1_Megatroni 2dA (5

BL25pA_1_CX700_3 (Sof)
BL25pA_2_CXT00_3 (Som

FC Address: 641013
E YiN; 10:00:00:00:8:42:95:02(EMULEX CORPORATION)

FC Address: 641c13
E WiAN: 50:06:01:60:41:20:04:7B{CLARION)

FC Address: 641 def

@ FC Address: B50b13
=

»] T WM 21:00:00:e0:8h:05:3b1 c{QLogic Carp.)

4]

| Apply || Close || Help |

Figure 8-25 182bi46_qgla1_CX3_4D_3_SPAO zone window
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17.From the right panel, add the Storage WWN to the
182bi46_gla1_CX3_4D_3_SPAO0 zone. Hold down the mouse button and drag
the member to the zone. In our example, this is WWN:
50:06:01:60:41:€0:04:76 (CLARIION). You will see a window similar to

Figure 8-26.
£ Edit Zoning - McDATA SANbrowser ll
File Edit
G ® = =
Zone Set Insert  Remove
@ Zone Sets FC Address 641813 -

ZoneSet ORPHAMN ZOMNE SET
L] ZoneSet Linux_test :
=1 Zone: 192hi46_glal_CX3_40_3_5PAD (Sﬂﬂj\ :

E WY 2100000960 368102 Q FC Address: 641a13
E WA 5006016041 e00476 L E WA 21:01:00:e0:80:23:ed:7h(QLogic Corp) :
o @ ZoneSet McDataF ahric f 9 FC Address: 641013
© [ Zone: BL20pG3_1_HBAO_CX700_3_S E YN 10:00:00:00:09:42:95:02(EMULEX CORPORATION)
© [ Zone: BI20pG3_1_HEA1_CX700_3_SF Q FCAddress: 641¢c13
@ E| Zone: BL25p7_HBAD_CKT50_3_SPAD E VWAL 50:06: 07 60: 47 a0: 04: FECLARNON)
= E| Zone: BL25p7_HBAD_CX950_1_SPAZ 9 FC Address: 641def
@ E| Fone: BL25p7_HBAD_Megatron5ah (Sq E W B0:05:08:h2:00:78:h5:02{COMPAQD COMPUTER CORPORATION;

© (7] Zone: BL25p7_HBA1_CXF50_3_SPED @ & Moon 1Gh (ED-64M-2)

& [T Zone: BL26pT_HEAI_CXa50_1_SPE2 9 ,;CAddrESS: B50at3
o E| Zone: BLI5p7_HBAT_Megatron 2d4 (3 N WM 21:00:00:e0:8h:05: 341 c{QLogic Carp.)
@ [ Zone: BL25pA_1_CX700_3 (Sof) 9 ,;CMWESS: BaOnt3
I ’|_ L WD 21:00:00:e0:80:05:3b:1 e{@Logic Corp) =
| Apply | | Close | | Help |

Figure 8-26 182bi46_qla1_CX3_4D_3_SPAO0 zone window

18.Both HBA and Storage WWN are within the 182bi46_gla1_CX3_4D_3_SPAO
zone. Click Apply.
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£

Save Ioning & Error Check

There were 0 errors found.

IIStatus: Error Check Complete

| Perform Error Check || Save Zoningf || Close |

Figure 8-27 Perform error check and save zoning

19.Click Save Zoning. You will see a window similar to Figure 8-28.

e e i e e

Save inning & Error Check

There were 0 errars found.

Ione set activation

After the zoning save is completed would you like to activate one of the zone sets?

IStatus: Error Check Complete

| Perform Error Check H Sawe Zoning || Close

Figure 8-28 Zone set activation window
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20.Click Yes to activate the zone set. You will see a window similar to
Figure 8-29.

There were 0 errors found.

Select Ione set to be activated

Select Zone Set Linux_test F]

0K || Cancel |

!Status: Error Check Complete

| Perform Error Check || Save Zoning H Close

Figure 8-29 Select Zone set to be activated window

21.Select the zone set. In our example, we select Linux_test. Click OK. Click
Save Zoning and then Close.

8.8 EMC CLARIiON storage configuration

250

In this section, we discuss the configuration of our storage device and making
LUNs available for our boot system. In this example, we used the CLARIiiON
CX700 (the top-of-the-line CX series model). The CX700 scales up to 117 TB.
For more information regarding the CLARIiON products, visit
http://www.emc.com/CX3.

Configure storage group

The EMC CLARIiON storage configuration should be performed from the
Remote Management workstation using the EMC CLARIiiON Storage Manager
Client utility. The EMC CLARIiON Storage server is accessed from the
Out-of-Band Ethernet over TCP/IP connection.

1. Launch the Web browser (Internet Explorer 6.0 or higher) and point to the IP
address of the EMC CLARIiiON CX700 Storage device. The menu in
Figure 8-30 on page 251 is displayed.
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http://www.emc.com/CX3

=TE
Fiter By: |l = | Fiter For: | v[

Storage I H0313| Mon'rtorsl
Local Dormain [172.23.1558.201; Logged In]
3| Ppe——

0-3[04: 78] [CX i
B Hosts Create RAID Group...

Reserved LUNP  Bind LUN...
Physical

b Faulks. ..

" SP B -
RAID Groups 15 SLMMAr. ..
Storage Groups Software Operations ]

Consistency Grc Connectivity Status...
Remote hirrors Migration Summary. ..

£ Snapiiew Engineeting Mode »
] =AM Copy Sessi
Uriowyred LUNs Update Now...
Properties,..

Insert Test Event, ..
Manitor Using Template. .,

Stop Manitaring

Snaphiew

Mirroriiew
SAN Copy

Analyzer

v | v v | w

Figure 8-30 Enterprise Storage 1 window

2. From the Enterprise Storage menu, right-click the CX3-40-3[04:76][CX700]
device. Next, click Create Storage Group. You will see a window similar to
Figure 8-31.

&S CX3-40-3[04:76] - Create =10l x|

Storage System: CX3-40-3[04:76]

Storage Group Matne: |I82hi45

Ok | Apply | Cancel | Hela |

Figure 8-31 Create Storage Group window
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3. From the Create Storage Group menu, define the name of the group and click
Apply and OK. In our example, we typed 182bi46. You will see a window
similar to Figure 8-32.

A Confirm: CX3-40-3[04:76] - Crea x|

@ Thiz operation will create a new storage group named
= ["l32hide".

Do you wish to contitue?

Yes [ila] |

Figure 8-32 Create Storage Group window

4. Click Yes to create the storage group.

A Success: CX3-40-3[04:76] - Cres x|

o Fesults from call to create storage group: Success

Figure 8-33 Create Storage Group window
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5. Click OK. You will see a window similar to Figure 8-34.

f| Enterprise Storage 1 | ol
Fitter By: IAII = I Fitter For: I 'l

Storage | HDSTSI Monitorsl

'@ Lcal Dotrain [172.23.188 201, Logged In)
Ell cx3-40-3(04:76] [CX700]

I

Connect Hosts. ..
Pi ties...
roperties

B wphysi AN Copy 4
[,E—g Consistenc Analyzer

Figure 8-34 Enterprise Storage 1 window

K%
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6. Define the devices for the first Fibre Channel port on the blade server by
selecting the Storage Group created. Right-click the group (182bi46) and click
Select LUNSs. You will see a window similar to Figure 8-35.

&% C%3-40-3[04:76] - 162bi46: Storage Group Properties =1Olx]|

Genheral  LUMs IHc-siSl

Show LU INot it othet Storage Grnupsj
Select LU
Available LUNs Selected LUNs
] I Mame | Capacity I | IC I Mame Capacity
&a0 LU £30 f 264 GE 5 895 LUN 836 §.353 B
ga1 LU 591 6.264 GE
892 LU 892 E.264 GE - |
893 LU 593 6.264 GE
a94 LUK 594 E.264 GE — |
893 LUK 285 5.264 GE
a97 LU 897 8353 GE
895 LN 2595 8.353 GE -
899 LUK 599 8.353 GB -
e e _>IJ o I o

Apply | Cancel | Help |

Figure 8-35 182bi46: Storage Group Properties window

7. Search and select the LUN to be mapped to the host and press the right
arrow key to move it under Selected LUNSs.

Selected LUks

[Name [Capac'rty |Drive Twpe | Host... / |

R N

Figure 8-36 Selected LUNs window

8. Under Selected LUNS, scroll to the right of the Capacity column until you see
the Host column. Assign the Offset value of zero (0) to the boot LUN
(Figure 8-36). It is required that the boot LUN gets the lowest LUN ID value
and additional LUNs can have values higher than the boot LUN. Click Apply
and OK. You will see a window similar to Figure 8-37 on page 255.
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B Confirm: CX%3-40-3[04:76] - 132b

Thiz operation will add LUNCz) to the Storage Group.

D you wish to contitue?

Yes Mo |

Figure 8-37 182bi46:Storage Group Properties window

9. Click Yes to continue.

10.0Once the LUNs has been successfully added to storage group, click OK. You
will see a window similar to Figure 8-38.

H Enterprise Storage 1

Filter By: IAII ‘I Filter For: I

storage | Hosts | Manitors |

FSg LU 1078 (1078, REID =, FL]
£S3 LUN 1016 [1016; R&ID 5; FC)
£SE LUN 1015 [1018; R&ID 5; FC)
£58 LUN 1020 [1020; R&ID 5; FC)
£S5 LUN 1022 [1022; R&ID 5; FC)
&= Private LUNs

A0 Groups

orage Groups

¢ BL2507

DLEE0GS
152hi034RHEL 4L Alex

Conzistency Groups
Retnate Mirrars
HiEpiew

SAN Copy Sessions
ot LUNE

‘E Cx3-40-3[04:76] : LUN 896 : LUN Properties

cache | Pretetch | statistics | Hosts | Disks |

=0l ]

Current State: Marmal

ldentity

LUN Mame:  |LUN 836

LUk 1D G956 (0x350)

Unigjue 10 GO:06:01: 60: A4 40:18: 00: D0 5C:EOD: 74:11: A9: DA 11

~Mizcelaneow: Capacity

RAID Type: RAIDS User Blocks: 17516544 Stripe Court: 17106
Drrive Type: FC User Capacity: 8353 GB (8,968 470 528 hytes)

RAID Group: 9 Rawy Capacity: 9.397 GE (10,083 529 344 bytes)

~Advanced

Percent Bound: 100
Fercent Rebuit: 100

Element Size: 128

Alignment Offset: O

Rebuild Priotity: (acap -
werity Priority. |asap =
O ship

Current Croener: SP &

[ Auto Assignment Enabled

Default Ouwter
“spa (CSpB

Figure 8-38 182bi46: LUN Properties window

T

Cancel

Help
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11.Right-click LUN 896[896, RAID 5,FC] and select Properties. Ensure the LUN
Name is correct and that you are set on the correct SP. In our example, we
use SP A. Click OK. The window shown in Figure 8-39 should appear.

i
Fiter By: |41 = | Fiter For: | vl

Storage I Hostsl Mon'rtorsl

Lcal Domain [172.23 1858 201; Logged In) -
] 40-3[04:76] [ i

Create RAID Group...
Reserved LUM Pog Bind LURL..

Physical Create Sktorage Group.. .
Faults...
LUN O [0 RAID )
LUN 2 [2: RAID Disk Summary. .. !
LM 4 [4f RAID Softwate Operations »
LUM & [6; RAID Conneckivity Skatus. ..
LUM & [3; RAID  Migration Summary. .. ]
LUMAO [0 R Engineering Mode (i
LUN12[12RE——
LUN 14 [14; Re  -Poate Ko,
LUM 16 [16; R& Properties...
LUM AT 17, R& Insetk: Test Event. .. rive?, FC)
LUNAS[18; RA - Manitor Using Template.. . tived, FC]
LUM 1919, R& Stop Manitaring rived; FC)
LUM 20 [20; R& -
LUN 22 [22; Re Snapiiew D
LUN 24 [24; R Mirroryiew b
LUN 26 (26, RE ™~ caneor 5
LUM 25 [28; R&
LUN 30 [30; Re__Analyzer ’
IR 22 1272 RAadm 2 Frel LI

Figure 8-39 Connectivity Status window
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12.From the Enterprise Storage 1 window, right-click CX3-40-3[04:76][CX700]
and click Connectivity Status. You will see a window similar to Figure 8-40.

X3-40-3[04:76] - Connectivity Status

=101

rintistor Records

Initistor Mame

5P - port | Logged In il Registered|

Server Mame h

E1 i
@ 2000300:000C9:BOS B3 00:05:00:00: CBO:BIES B-O ez T | = mwie) 1 /
.? 20005:00000:C9: B0 B2:50:05:00:00: Co:BO: B E2 A-0 Yes Yes BL25p7
&P 20000:0000:CE 36 0E1 21 0000000 CH3E0EN 2 A [{la] ez DLSE0G3_ROk
@ 20:00:00:EDCSE: 50 4501 2:21:00:00:ED: 5680 4512 A-0 Yes Yes 152hi034 Iz emc com
.? 20000:00:EQ:8E: &0 A5 12:21:00:00:E0:66:80: 4512 B-O Ves Ves 152hi034 lz=.emc.com
@ 2007T:000EQSE AL AT 2210100 ERSE A0 2512 A-D ez ez 132hi034 lez.emc com
.? 20:01:00cEQCEE: AD A5 12 21:01:000ED:EE: A0 2512 B-0 Yes Yes 152hi034 lz=.emc com
@ 200000000009 44:DF:FEA1 000 00:00:C9:44:0F:FE - B-0 Yes Yes 152hi203 lz2.emec.com
@ 20000:00:00:C9:4A:DF FC0:00:00000:C9: 4.4:DF FC B-0 Yes Yes 152hi203 Iz emc com
.? 20000:00:00:C9:4.4:0F FE10:00:00:00:09: 4 4:0F.FE - A-0 Ves Ves 182hi203 lz=.emc.com
@ 20000:00:00:C9: 48 DF FCT 0000000 C 48 DR FC - A-D ez ez 1320203 ls2.emc com
Bl | i
r Showy Storage System Intistors
Deregister... | ey Info Group Edit.... OK | Help

Figure 8-40 Connectivity Status window
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13.From the Connectivity Status window, click Register to register your initiator
record. You will see a window similar to Figure 8-41. In our example,
20:00:00:09:6B:36:E1:B2:21:00:00:09:6B:36:E1:B2.

Notice in the Registered column the initiator record displays No and the
hexadecimal Server Name.

f| Register Initiator Record il
rInitistor Infortmation

Initiatar Mame: IQD:UD:DD:DS:EB:SE:E‘I:E|2:21:UD:UD:DQ:EB:SE:E‘I:B?

SP - pott: IA-D 'I

Initistor Type: [SLARION Open =

Unit Serial Mumkber: IArray 'I
Failover WMode: I:I Vl

v ArrayComimPath

~HEA Infarmation

wendor: I QLogic Mocel: IQMCZ4628

" Existing Host

Host Mame: |152hid6 |zs emc.com

Host: |20:00000:08:66: 36:E1:B2: 21:00:00:09:68: 36 E1 :B2;|

P Address: | 172 .23 189 | 46

Ok Cancel Help

Figure 8-41 Register Initiator Record window

14.Ensure the Initiator Type, CLARIiiON Open, is displayed. In the new Host
Name field, type in the fully-qualified domain name and IP Address; in our

example, they are 182bi46.Iss.emc.com and 172.23.189.46. Click OK. You will
see a window similar to Figure 8-42 on page 259.
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A Register Initiator Record 5'

rInitistar Infarmation

Initistar Marme: IQD:DU:UD:DQ:BB:SB:H:82:21:DU:DD:DQ:EB:SB:H:BQ

SP - port: IA-D 'I
(T = s lel0kel 5| Confirm: Register Initiator Reg ﬂ Er: IArray 'I

v ArrayCommPath (E\) “ou are about to register an initistor record e |1 LI
o (20:00:00:09:68:36:E1:52:21:00:00:08:66:36:E1:52

rHEA Infarmation—————

Yendar: I

—Host Infarmation

% hlew Host

Do yiou wish to continue?
Host Matne: |IT2hid6 lss et B2 ¥
Yes Mo |
P Address: | 172 . 23 — -

oK Cancel Help

Figure 8-42 Register Initiator Record window

15.Click Yes to continue with registration. You will see a window similar to
Figure 8-43.

*3-40-3[04:76] - Connectivity Status =lOlxl

rInitistor Records
Initiztor Mame SP - port Logged n Fegistered Server Matne 4
5l : : hid6
@ 20:05:00:000C8:B0: 80 B3:50:05:00:00:C2BO:30:ES B-0 Yes Yes BL23p7
? 20:05:00:00:C9:BO:50 B2 50:05:00:00:CO.BO:E0E2 - A0 Yes Yes BL25pT
S 20000:00:00,C9: 36:06:1 21 0: 000000 CEIE0EA 2 A ] ez DLSE0GE_ROM
.? 20:00:00:EQEE: 80451 221:00:00 B0 8E:60: A512  A-D Yes es |62hi034 lzz.emo.com
.? 20:00:00:EQ:BE:80: 2512 21:00:00:E0: 86:80: A5:12  B-0 Yes Yes 182hi034 ls=.emc.com
? 20:01:00:EQBE: AL A5 12:21:01:00:EQ: BB AD 2512 A-D Yes Yes 182hi034 Iss.emc com
@ 20:01:00:EQ:8E: ADAS 1 2:21:01:00:ED: BB AD: 2512 B-0 Yes Yes 162hi034 l25 emc.com
@ 20:00:00:000C8: 44 0F FE10:00:00:00:C2: 424:DF FE  B-0 Yes Yes IB2Ri203 I25 enc.com
? 20:00:00:00:C9: 424 DF FC: 0000:00:00: 2844 DF:FC B-0 Yes Yes 152hi203 ls=.emc.com
? 20:00:00:00:C9: 44:DF FE:1 0:00:00:00: 2544 DF:FE - A-D Yes Yes 152hi203 Is=.emc.com
.? 20:00:00:00:C9: 44 DF FC 0000:00:00: 2944 DF.FC - A-D Yes es |62hi203 lsz.emo.com
l | |
r Showy Storage System Intiators

Derenister ... | TEmny.... Info Group Edit... Ok | Help |

Figure 8-43 Connectivity Status window
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16.Notice the change in the Registered and Server Name columns once the
record has been registered. Click OK and return to Enterprise Storage 1
window (Figure 8-44).

i
Fiter By: |41 = | Fiter For: | vl

Storage I Hostsl Mon'rtorsl

Lcal Domain [172.23.185.201; Logged In)
Bl Cx3-40-3[04:76] [CX750]
s

| »

Destroy
Select LUMNs
i
Propetties. ..
i SAM Copy ]

-

2 Analyzer
Consistenty GFoUR:
Remote Mirrars

SAM Copy Sessions _I

== | brvreneeacd 1L IRs

Figure 8-44 Enterprise Storage 1 window

17.Right-click the 182bi46 group and select Connect Hosts. You will see a
window similar to Figure 8-45 on page 261.
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%3-40-3[04:76] - I62bi46: Storage Group Properties =10l x|
General | LUNs Hosts |

Showy Hosts: INot cohnected = I

—Select Host
Available Hosts Hosts to ke Connected
Natme Paddress | 08 |

Adyancen |

Ok | Apply | Cancel Help

Figure 8-45 182bi46: Storage Group Properties window

18.Under the Host tab, select the available hosts you created and move it to the
Host to be Connected window. You will see a window similar to Figure 8-45.

%3-40-3[04:76] - 182bi46: Storage Group Pro o ] ]

General | LuNs Hosts |

Shovee Hosts: IN-:lt connected 7 I

—Select Hosts
Ayvailable Hosts Hiosts to bhe Connected
Narme | Paddess | oz | Natne | P adgress | oz |

.!ﬂ 182046 sz emc.com 17223189 46 Unknowen

Confirm: CX3-40-3[04:76] - 182bi4 il

(é} Thiz operation wil connect hast(s) 1o the storage group.

Do you wish to continue?

Yes Mo |

Figure 8-46 182bi46: Storage Group Properties window
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19.Click Apply and then click Yes. You will see a window similar to Figure 8-47.

TE CX3-40-3[04:76] - I82bid6: =lo] x|

General | LUNs Hosts |

Showy Hosts: INot connected ~ I

[eieet Hosts al ™M C%3-40-3[04:76] - | x|
essage: [X3-40-3[04:76] - 19
Available Hosts e
Farme I 0 Results from call to add host(s) to storage grougp: P Address I 0% I
The overall operstion succeeded.

P.23.189.46 Unknohwn

Ok
I
Acvanced |
Ok | Apply | Cancel | Help |

Figure 8-47 182bi46: Storage Group Properties window

20.0nce the operation is successful, click OK. At this time, refer to 8.9, “Blade
server - QLogic HBA setup continuation” on page 262 and resume the setup
of the QLogic HBA.

8.9 Blade server - QLogic HBA setup continuation

This section resumes the steps you begin in 8.6, “Blade server - QLogic HBA
setup” on page 228. Complete the following instructions:

1. In Figure 8-48 on page 263, cursor down to (Primary) Boot Port Name, LUN:
and press Enter. You will see a window similar to Figure 8-49 on page 263.
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(JLogic Fast'UTIL

elected Adapter
Adapter Typs [0 Address Slot Bus Device Function

electable Boot Settings

Selectable Boot:
(Primary) Boot Port Hame,Lun:
Boot Port Hame ,Lun:
Boot Port Hame ,Lun:
Boot Port Hame,Lun:

CINENEENICIEEEEIEEE) |,
EEEOEEEEEDEEEEE |,
CINENENECICEEREECICENEN) |,
CEEEEOEEECECRNC ,

Press "C" to clear a Boot Port Hame entry

Figure 8-48 Selectable Boot Settings window

QLogic Fast!UTIL

elect Fibre Chammal Device

Vendor

device
device
device
device
device
device
device
device
device
device
device
device
device
device
device

Product

RAID 5

present
present
present
present
present
present
present
present
present
present
present
present
present
present
present

Rev Port Hame Port ID

(222  SEEGE160M1EEMTE 541C13

Use <Pagelp PageDown> keys to display more devices

Figure 8-49 Select Fibre Channel Device windows
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2. The CLARIiON Storage WWN is identified under Port Name. Highlight it and
press Enter. You will see a window similar to Figure 8-50.

flLogic Fast*UTIL

elected Adapter
Adapter Typs I-0 Address Slot Bus Device Function

electable Boot Settings

Selectable Boot: Enab led

(Primary) Boot Port Hame,Lun:
Boot Port Hame,Lun: CECOHEOEEO0EEE0, O
Boot Port Hame ,Lun: FEEEEEEOOEEEEEE, o
Boot Port Hame,Lun: OEEOHEDEEDOEE0EEE, O

Press "C" to clear a Boot Port Hame entry

Figure 8-50 Selectable Boot Settings window

3. Highlight (Primary) Boot Port Name, Lun to ensure the CLARIiiON Storage
WWN bootable device appears. Press Esc twice to exit. Click Save changes.

8.10 Linux operating system install

There are no special instructions for the Linux operating system installation.
Therefore, you may commence with installing the operating system at this time.

8.11 Windows 2000/2003 operating system install

In this section, we discuss the special instructions you will need to perform when
loading the Windows 2000/2003 operating system. Complete the following steps:

1. Boot the blade server using the Windows 2000 or Windows 2003 installation
CD and get ready to Press F6 immediately, as shown in Example 8-2.

Example 8-2 Windows Setup window

Press F6 if you need to install a third party SCSI or RAID driver.
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2. Install the FC HBA device driver using the diskette. The EMC compatible FC
device driver is available at the following URL:

http://support.qlogic.com/support/oem _product 1ist.asp?oemid=65

Figure 8-51 shows that the FC HBA device driver was correctly recognized for
the HS20.

You have chosen to configure a SCS5I Adapter for use with Windows,
using a device support disk provided by an adapter manufacturer.

Select the SCSI Adapter you want from the following list, or press ESC
to return to the previous screen.

Logic Fibre Channel Adapter

ENTER=Select F3=Exit
Figure 8-51 QLogic Fibre Channel Adapter window

Once the FC device driver and the operating system installation process
completes, perform the following tasks:
1. Install the recommended service packs and reboot.

2. Install the EMC PowerPath driver, host agent, and other utilities. Refer to the
EMC CLARIION Installation and Setup documentation for more information.

3. Power down the HS20 blade server.

8.12 Failover and multipath configuration

In this section, we discuss the failover and multipath configuration from the blade
server to the EMC CLARIiiON CX700 Storage Subsystem.

Figure 8-52 on page 266 illustrates the logical topology depicting the secondary

path as well as additional paths from the host to the storage in order to achieve
failover and multipathing.
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Figure 8-52 Blade server boot from CX700 primary-multi path

Notice that in Figure 8-52, the second link from EMC CLARIiON Service
Processor B is connected to the fabric. In order to achieve load balancing from
the host to the storage, one additional path is added from service processors A
and B.

8.13 Configuration steps to enable additional paths
Here are the configuration steps to enable additional paths from the Blade Server
to the EMC CX700 Storage:

1. Verify, from the switch, that the second port on the Blade Server and the ports
to be used on CX700 are logged into the fabric.

2. Create a zone for the secondary path:
a. WWN of the second HBA port on the blade server
b. WWNs of one or more ports from the CX700 Service Processor B

3. Add one or more ports from the CX700 Service Processor A to the zone
created initially for the primary path to install the operating system.
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4. Add the zone(s) to the corresponding zone set.

5. Activate the zone set.

8.14 Re-register of the Storage Group on CX700

Note: In this section, the host (the WWN of the first HBA port) registered
initially on CX700 with the WWN of the storage group device will be
unregistered temporarily. The new host registration process requires both
ports from the Blade Server to be registered simultaneously and can be done
automatically, provided the EMC's Navisphere agent is installed on the blade
server.

The de-registration of the Storage Group requires the host to be shut down. The
following section illustrates the steps to de-register the host and automatically
register the two host HBA FC ports by installing the agent software:

1.
2.

Install the agent software.

From the CX700 Enterprise Storage menu, select Storage Group and
de-register the host.

3. Reboot the blade server.

4. Verify the login and registration status of the blade server FC ports by

selecting the CX700 Enterprise Storage — Connectivity Status menu.

8.15 QLogic Fibre Channel HBA BIOS configuration

This section references those steps you need to perform your setup on the
second FC HBA port. Complete the following:

1.

Reboot the host to interrupt the boot sequence and enter the Fibre Channel
BIOS by pressing the Ctrl-Q keys.

Enable the BIOS setting for the second port on the HBA to be zoned with the
EMC CLARIiON Service Processor B.

. Add the additional paths under the Selectable Boot Settings menu for both

Fibre Channel ports

. Save and exit.
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8.16 Failover test with EMC CX700 Storage

In this section, we discuss the failover of our multipath EMC CX700 environment.

Note: It is assumed that the PowerPath software is already installed on the
host and the following steps illustrate the host availability by disconnecting the
primary path. The Load Balancing over multiple paths on the same Service
Processor is also demonstrated.

1. Launch the PowerPath Administrator. Select Start — Programs — EMC —
PowerPath — PowerPath Administrator.

Figure 8-53 displays the single active path topology from the blade server to
the CX700 Service Processor A.

" EmcPowerPathw2K3-32bit - [Console Rook\EME PowerPathif

- O] x|
%y Fie  Action  View Favgrkes  Window  Heb 5 EA|
&= B &FE 2

] Consol Root DiskMumber | PathiStatus | PathState | PthMode | IosfSec | G-10s | Eroes |
= [ EmC Poverrathidinin S0isk002  Optimal altvz acthz 0 0 0
=] @ Path Management
= Shorage Arrays
=B apmooozzoons

3P AD
o e |

2 Digk 002
- B2 adapters
B8 0 port0tpsthi

a| | e I ; i
Figure 8-53 EMC PowerPathW2K3-32-bit window

2. In Figure 8-54 on page 269, the second path is added with active status from
the Blade Server to the CX700 Storage. At this point, both paths are active
and in optimal state, as shown in Figure 8-54 on page 269:

268 IBM BladeCenter 4Gb SAN Solution



"Hi Console Root',EMC PowerPathAdmin',Path Management'Disks'Disk 002 - 10l x|

[_1 Console Root Path Mame I Skatus l State I [Mode I 10s/5ec i Queued IO_I Errors I Disk, Mumber ! Storage
= P EMC PowerPathadmin = corodo Optimal  Alive Active 0 Disk 002 CLARIIC

=47 Path Management Seirodo optimal  Alive active 34 1 o Disk 002 CLARIC

= @ Adapters
i B8 0 portDpathi
B8 1 port1ipatho

1 ¥
| i 4
Figure 8-54 EMC PowerPath Management window

3. Figure 8-55 illustrates the primary path down due to the link failure injected by
disabling the first HBA port on the blade server at the switch. The IO is
rerouted via the alternate path (second HBA port on the blade server) with
minimum delay, so high availability is achieved.

i Console Root',EMC PowerPathAdmin',Path Management' Disks'Disk 002 : 5 ]
l.j Console Rook Path Mame Skatus Skate Mode I0s/Sec Queued IO i Errors I Disk. Mumber | Storage
=7 EMC PowerPathadmin S ootodo Optimal  Alive Active 33 8 i Disk 002 CLARIC

= @ Path Management S citodo Failed Dead  Active O o 1 Disk 002 CLARIC

|: g Storage Arrays
o & aPMODO33001543
«;7_35 Disks
e kil (102
[ - ﬁ Adapters
B8 0 portDipathi
B8 1 portiipatho

By
A=

|
Figure 8-55 EMC PowerPath Management window

8.16.1 EMC PowerPath Path Management via Linux

In the section above, you see an example of how EMC PowerPath Path
Management is performed via a Windows interface. The following images
provide a similar view of how path management is performed via Linux.
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Figure 8-56 displays the paths and activity of blade server HBAs to Symmetrix
and CLARIiON Storage Systems. In Figure 8-57, this is an example of a failure
occurring (under the Summary column) with an HBA path connected to the
CLARIiON subsystem. After resolving the error, the path is returned to an optimal
status.

[root@182bi034 ~]# powermt display paths
Symmetrix logical dewvice count=5

————— Host Bus Adapters --------- ------ Storage System ----- - I/0 Paths -
### HW Path 1D Interface Total Dead
1 glaZxxx 000150100501 FA 5dA 5 0
2 glaZxux 000150100501 FA 5dA 5 0

CLARiiON leogical device count=20

————— Host Bus Adapters Storage System —-—--- - I/0 Paths -

### HW Path Interface Total Dead
1 glaZxxx HK192200803 SP AD 20 0
1 glaZax HK192200803 SP BO 20 0
2 glaZxoox HK192200803 SP BO 20 0
2 glaZxxx HK192200803 SP AD 20 0

[root@182bi034 ~1# ]

Figure 8-56 EMC PowerPath Management window

Symmetrix logical dewvice count=5

CLARiiON logical device count=20

————— Host Bus Adapters ----—---= -————- I/0 Paths ----- ---——- 5tats ——-----

##% HW Path Summary Total Dead I0/Sec Q-I0s Errors
1 glaZxxx optimal 45 0 3215 259 0
2 glaZwxx failed 45 45 0 0 45

Figure 8-57 EMC PowerPath Management window

8.17 Conclusion

This concludes the step by step procedure for blade server Boot from SAN
attached EMC CLARIiiON CX700 Storage.
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TotalStorage DS4100,
DS4700, and DS4800 Boot
from SAN

In this chapter, we discuss the benefits of a TotalStorage Boot from SAN solution
and how to properly implement this environment. The steps to implement the
TotalStorage Boot from SAN solution can be used to configure the DS4100,
DS4700 and DS4800.
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9.1 Overview of IBM BladeCenter Boot from SAN

The following sections discuss the benefits and best practices procedures for the
Boot from SAN technology on the IBM BladeCenter blade servers connected to
any IBM or OEM storage subsystems.

The Boot from a SAN (storage area network) attached storage feature on the
IBM BladeCenter Blade servers provides high availability, reduces cabling
complexity, minimizes the downtime windows, and helps consolidate the IT
infrastructure.

9.1.1 Cost reduction

The BladeCenter architecture helps cut the equipment costs by reducing the
number of moving parts such as fans, power supply, and internal disk drives
when compared with the stand-alone servers. The BladeCenter architecture
provides the capability to share the resources such as power, cooling, cabling,
and 10 paths among all the servers within the chassis and facilitates centralized
management.

9.1.2 High availability

The system downtime is greatly minimized in situations where a critical
component such as a processor, memory, or the system planar fails and needs to
be replaced. The system administrator only needs to swap the hardware with
similar hardware and install the same Fibre Channel Host Bus Adapter (HBA) on
the blade server, thus making the system quickly available for production. In case
of the HBA failure, the system administrator must replace the failed HBA and
modify the zoning to include the WWPN of the new HBA in the active zone set
and update the host configuration on the storage subsystem to make the system
operational. Additionally, the user must update the HBA's BIOS boot
configuration, via the Alt-Q utility, to point the HBA's boot LUN to the correct
logical drive on the storage subsystem. The system image resides on the logical
drive hosted by the storage subsystem connected to the SAN.

9.1.3 Centralized management

272

Centralized management can be achieved with a single blade server within the
same chassis with management applications, such as IBM Director/RDM
installed for remote deployment of the OS, or firmware updates for device
peripherals over the local area network (LAN).
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9.1.4 Redundancy

End-to-end redundancy is established across the Fibre Channel path from the
host to the storage. The dual port HBA, redundant switch modules in the chassis,
and a maximum of four paths on each DS4800 storage controller gives you the
ability to route 10 across the redundant paths. The RDAC multipath driver on the
host and the Auto Volume Transfer feature on the storage subsystems both
contribute to detecting path failures and rerouting the 10 down an alternate path.

In addition to the redundant architecture of the solution, the RAID (redundant
array of inexpensive disks) technology, for example, RAID 10 (mirroring +
striping), RAID 3 (striping and all parity stored on one disk per array), and RAID 5
(striping and parity on all disks in an array) protect against data loss if only one
disk per array has failed. Thus, RAID 5 plus a spare drive per array provides
adequate protection against data loss and drive failures.

Enhanced performance can be achieved by exploiting the existing Fibre Channel
bandwidth, a maximum speed of 4 Gbps end-to-end in conjunction with load
balancing, using RDAC for Windows or Linux operating systems or the built-in
failover/load balancing capabilities of the Linux device driver across four host
channels per DS4800 storage controller. At a LUN level, the DS4800 storage
subsystem operates in an active passive configuration, which means a LUN is
always available via single or multiple paths on the active controller (preferred
owner of that LUN), if the primary path fails, then the LUN is moved to the backup
path regardless of the failing point, for example, the host, fabric, or the storage. At
a controller level, both controllers may be active.
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9.1.5 Implementing Boot from SAN

274

The following sections briefly cover the workings of a Boot from SAN solution and
the best practice procedures that ensure seamless integration of various
components in addition to a clean deployment of the solution.

The architectural view in Figure 9-1 illustrates a most common software stack
installed on the host in order for it to successfully boot from the DS4000 storage.
The preliminary configuration is performed at the FC BIOS on the Fibre Channel
HBA installed on the host to enable it to boot from the SAN attached storage.
Once the connectivity to the fabric is established, storage is mapped to the host
and selected as the boot device, and then the operating system is installed
through the single path on the boot disk mounted from the DS4800 subsystem.

RDAC routes 10 across the four
channels on Controller A
Active Path n
FC Port 1 .' +
i
Application | +
N T : Preferred
Operating N v Owner = A
System
- B
Multipath -, c O
Driver Va ontroller A o
SAN N T
Device Driver ., ControllerB ] L
e, e
N
PC BIOS —
RAID 5
System BIOS i i/
4
FC Port 2
Host A
Standby Path

Figure 9-1 Blade Server Boot from DS4800 Storage Architecture

The RDAC multipath driver is installed once the OS has been installed and prior
to introducing alternate paths to storage. It maintains the path information and so
if a link failure is detected on the active path, it notifies the storage controller to
move the LUN(s) to the alternate path. This link failure detection and notification
occurs with minimum delay before the IO is rerouted through the alternate path
and the system becomes available to the user. The RDAC driver resides between
the HBA's device driver and the OS managing the path that is presented to the
OS, as shown in Figure 9-1. If the link failure is detected during the system
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initialization, for example, when the OS is not loaded on the host, then Auto
Volume Transfer (AVT) or Auto Disk Transfer (ADT) feature must be enabled on
the storage subsystem and the boot LUN configured on both HBA ports to detect
the link failure on the preferred path and move the LUN to the backup path.
Table 9-1 shows the default and configured ADT status on the DS4800 storage
subsystem.

Table 9-1 NVSRAM Host Type Index definitions

INDEX ADT TYPE
STATUS

0 Disabled Default

1 Disabled Windows 2000/Server 2003 Non-Clustered

(Default)

2 Enabled Windows 2000/Server 2003 Non-Clustered

3 Disabled Windows 2000/Server 2003 Clustered

4 Disabled AIX®

5 Enabled Linux

6 Disabled AIX

7 Enabled HP-UX

8 Disabled Solaris™

9 Enabled Windows 2000/Server 2003 Non-Clustered (supports DMP)

10 Disabled Irix

11 Enabled NetWare Failover

12 Enabled IBM TS SAN VCE

13 Disabled LNXCL

14 Enabled Solaris (with VERITAS DMP)

15 Enabled Windows 2000/Server 2003 Clustered (supports DMP)
Zoning

Zoning provides the segregation of devices at the fabric level by creating smaller
virtual SANs within the fabric. Zoning logically manages access between devices
within the same physical Fibre Channel fabric. In order for a host to gain access
to the storage subsystem port, its host port(s) must be placed in the same zone
as the corresponding target port(s) and this zone should be a member of the
active zone set. Thus, zoning is a tool to permit or deny access to the devices

Chapter 9. TotalStorage DS4100, DS4700, and DS4800 Boot from SAN 275



connected to the fabric, but it does not have the intelligence to apply controls
beyond the fabric, for example, to present or hide the LUN to certain hosts.

LUN masking

The data integrity is ensured by applying the LUN level security; the DS4100,
DS4700 and DS4800 storage provides the storage partitioning feature used to
permit or deny a device access to the storage. Storage partitioning is
independent of Fibre Channel zoning. Additionally, LUN masking capabilities are
available within the SANSurfer management GUI to allow further control over a
host's access to its storage LUNSs. This is one example of LUN masking, at the
controller level, while products such QLogic SANSurfer can do masking at the
host level, and so on.

9.2 Boot from SAN configuration best practices

The best practices considerations shown in Table 9-2 are specified for the
QLogic Fibre Channel 4 Gb Switch Module, McDATA 4 Gb Fibre Channel Switch
Module, and the DS4000 storage subsystem.

Table 9-2 Minimum hardware configuration for setting up the Boot from SAN FC SAN

Hardware list Quantity
BladeCenter chassis 1
Blade server 1
FC expansion card 1
FC SAN switch module 2
Storage Array Controller 1
External FC SAN switch <optional> 1
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9.3 Configuring Boot from SAN on TotalStorage DS4100

In this section, we discuss and actually perform the Boot from SAN on the
TotalStorage DS4100. However, you should note that these steps can be use to
implement Boot from SAN on the DS4700 and DS4800 as well.

9.3.1 Blade server F1 setup

This step should be performed when you are prepared to configure a Boot from
SAN environment. Perform the instructions in 4.2, “Blade server F1 setup” on
page 36 to disable the use of the IDE or SCSI drives that may be installed in the
HS20, HS21, HS40, or LS20.

9.3.2 Blade server - QLogic HBA setup

This section discusses our setup of the QLogic Fibre Channel HBA establishing
a connection with the TotalStorage DS4100 world wide name (WWN).

1. Start the BladeCenter HS20 to configure QLogic HBA. When you reach the
Ctrl-Q application (Example 9-1), type Ctrl-Q and press Enter to access the
QLogic Fast!UTIL.

Example 9-1 Ctrl-Q execute window

Broadcom NetXtreme Ethernet Boot Agent v3.1.15
Copyright (C) 2000-2002 Broadcom Corporation
A1l rights reserved.

Broadcom NetXtreme Ethernet Boot Agent v3.1.15
Copyright (C) 2000-2002 Broadcom Corporation
A1l rights reserved.

QLogic Corporation

QMC2462 PCI Fibre Channel ROM BIOS Version 1.04

Copyright (C) QLogic Corporation 1993-2005. A1l rights reserved.
www.qlogic.com

Press <CTRL-Q> for Fast!UTIL
BIOS for Adapter 0 is disabled
BIOS for Adapter 1 is disabled
ROM BIOS NOT INSTALLED

<CTRL-Q> Detected, Initialization in progress, Please wait...
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The window shown in Figure 9-2 should appear.

Logic Fast*UTIL

elect Host Adapter
dapter Type 10 Address Slot Bus Device Function

MC2462 26806 2 02 62

lUse <Arrow keys> to move cursor, <Enter> to select option, <Esc> to backup

Figure 9-2 Select I/O Address window
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1. Select 0 ID and press Enter. You will see a window similar to Figure 9-3.

OLogic Fast!UTIL

elected Adapter
| Adapter Type I1-0 Address Slot Bus Device Function |

S5can Fibre Dewvices
Fibre Disk Utility
Loopback Data Test
Select Host Adapter
Exit Fast*UTIL

Use <Arrow keys> to move cursor, <Enter*> to select option, {Esc> to backup

Figure 9-3 Configuration Settings window
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2. Select Configuration Settings. You will see a window similar to Figure 9-4.

OLogic FasttUTIL

elected Adapter
| Adapter Type I-0 Address Slot Bus Device Function |

onfiguration Settings

Adapter Settings

Selectable Boot Settings
Restore Default Settings
Raw Huram Data

Advanced Adapter Settings

lUse <Arrow keys> to move cursor, <{Enter> to select option, <{Esc> to backu

Figure 9-4 Adapter Settings window

3. Under Configuration Settings, click Adapter Settings. You will see a window
similar to Figure 9-5 on page 281.
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MLogic Fast*®UTIL

elected Adapter
Adapter Type 1.0 Address Slot Bus Dewice Function

Adapter Settings

BIDS Address:

BIDS Rewvision:

Adapter Serial Humber :

Interrupt Lewvel:

Adapter Port Hame:

Host Adapter BIDS:
Frame Size: 2648
Loop Reset Delay: 5
Adapter Hard Loop ID: Disahled
Hard Loop ID: [
Spinup Delay: Disabled
Commection Options: 2

Fibre Chammel Tape Support :Fnabled
Data Rate: 2

Use <Arrow keuys:> and <Enter> to change settings, <{Esc> to exit

Figure 9-5 5 - Adapter Settings WWPN info and enable BIOS window

4. Ensure that the Host Adapter BIOS is Enabled, the Hard Loop ID is set to
125, and Data Rate is set to 2 (auto detect). Press Enter to change settings
and Esc to exit. Next, you will see a window similar to Figure 9-6 on page 282.

Note: You should make a note of the adapter port name (otherwise known
as the world wide port name), so that it corresponds to the ID on the
storage subsystem.
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[Logic Fastt!UTIL

5 elected Adapter
| Adapter Type I-0 Address Slot Bus Device Functionm |

Configuration Settings
Fibre Disk Utility
Loopback Data Test
Select Host Adapter
Exit Fast!UTIL

lUse <Arrow keys> to move cursor, {Enter> to select option, {Esc> to backu

Figure 9-6 Scan Fibre Devices window

5. Hit Esc (Figure 9-6), then scan the Fibre Channel devices to register it with
the switch name server for zoning and with storage.

At this step, we are scanning the Fibre Channel SAN so that the HBA
registers with the fabric to allow for zoning, since the device should be listed in
the switches name server database (this is part of the scan FC devices
process) so that the user does not have to manually enter its WWPN. You are
now able to perform the zoning (assuming all equipment was wired/powered
up before any of this was started). Also, this process registers the HBAs
WWPN with the storage device so that the user does not have to manually
enter this information when defining host partitions.

At this point, you should see the window shown in Figure 9-7 on page 283.
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QLogic Fast!UTIL

can Fibre Chammel Loop

ID Uendor

IBM

No device

Ho dewvice

Ho device
device
device
device
device
device
device
device
device
device
device
device
device

0]
1
2
3
4
5
[
T
8
9

Product

1724-1060 FASET

present
present
present
present
present
present
present
present
present
present
present
present
present
present
present

| :{=1V] Port Hame

(542 2eEMEE0AEES12EES3

Port ID

DDESHE

Use {Pagellp-PageDowm> keys to display more devices, <ESC> to exit

Figure 9-7 DS4100 storage listed
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6. Select WWN 200400A0B812E053 and press Esc. You will see a window
similar to Figure 9-8. The WWPN will not be the user’s, as it depends on the
WWPN of their storage; think of WWPN as the serial number of the storage
devices, thus it is unique to each storage port.

Note: The point of this step is to register the HBA with the fabric so that we
can configure zoning and host partitioning without having to enter the
WWPNSs of the devices by hand.

QLogic Fast!UTIL

onfiguration Settings

Adapter Settings

Restore Default Settings
Raw Huram Data

Advanced Adapter Settings

Use {Arrow keys> to move cursor, {Enter> to select option, {Esc> to backup

Figure 9-8 Configuration Settings window

7. Select “Selectable boot settings” and press Enter. You will see a window
similar to Figure 9-9 on page 285.
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(Logic Fast*UTIL

elected Adapter
Adapter Type I-0 Address S5lot Bus Device Func

electable Boot Settings

Selectable Boot:

(Primary) Boot Port Hame,Lun: EEOEEEEEEACEEENEEE ,
Boot Port Hame,Lun: NN ,
Boot Port Hame,Lun: EEOEEEEEHECENEDEE ,
Boot Port Hame,Lun: EEEPEEEEEEEEEEE ,

Press "C" to clear a Boot Port Hame entry

Use <Arrow keys> and <Enter> to change settings, <Esc> to exit

Figure 9-9 QLogic Fast!UTIL window
8. In the Selectable Boot Settings window, ensure Selectable Boot is set to

Enabled (Do not press Enter). Stop at this point. Go to “Configure the QLogic
Fibre Channel Switch Module” on page 288.
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STOP: At this point, go to the zoning instructions now before proceeding to
step 9. The point of this step is not to select the boot LUN quite yet; rather,
it is just to register the HBA with the fabric. We will select the boot LUN
later since we have not defined it yet. Now, you should start and complete
the steps in 9.3.3, “Configure the QLogic Fibre Channel Switch Module” on
page 288, at which point you will continue with the window shown in
Figure 9-10.

Logic Fast*UTIL

elect Fibre Chammel Device
ID Uendor Product Reu Port Hame Port ID

IBM 1724-1000 FAStT B542 20040000B812E6053 DDEREER

Ho device present
Ho device present
Ho device present
Ho device present
Ho device present
Ho device present
Ho device present
Ho device present
Ho device present
Ho device present
Ho device present
Ho device present
Ho device present
Ho device present
Ho device present

1
2
3
q
5
6
T
8
9

Use <Pagelp-Pagelown> keys to display more devices

Use <{Arrow keys>» to move cursor, <{Enter> to select option, <{Esc> to backup

Figure 9-10 Select the boot device

9. Once you have completed your Zoning steps in “Configure the QLogic Fibre
Channel Switch Module” on page 288 and “Storage” on page 303, you will
return here. You should see the window shown in Figure 9-9 on page 285.
Select Primary Boot Port Name, Lun and press Enter. You will see a window
similar to Figure 9-10. Select the boot storage device’s WWPN and press
Enter. Now, you are allowed to select a specific boot LUN.

You will see a window similar to Figure 9-11 on page 287. In our example, we
selected 200400A0B812E053.
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NLogic Fast!'UTIL

elected Adapter
| Adapter Type 1.0 Address Slot Bus Device Funct |

electahle Boot Settings

Selectable Boot: Enabled

(Primary) Boot Port Name,Lun:
Boot Port Hame,Lun: BEEEEEREEEE00ER0HE, ©
Boot Port Hame,Lun: BEEEEOEREEEE00EREHE, @
Boot Port MHame,Lun: EEEEEEREEEEEEAEHEHE, @

Press "C" to clear a Boot Port Hame entry

Use <{Arrow keys> and <Enter> to change settings, <{Esc> to exit

Figure 9-11 Selectable Boot Settings window

10.Press Esc and you will see a window similar to Figure 9-12.

(QLogic Fast'UTIL

elected Adapter
| Adapter Type I[-0 Address Slot Bus Device Function |

Configuration settings modified

lUse <Arrow keys> to move cursor, <{Enter> to select option, <Esc> to backup

Figure 9-12 QLogic Fast!UTIL window
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11.Press Enter to save your changes. You can begin the installation of your

operating system once you have confirmed there is only one logical path from
the server to the storage.

9.3.3 Configure the QLogic Fibre Channel Switch Module

In this section, we will access the QLogic SANbrowser to begin the configuring of
zones for accessing storage LUNs on the TotalStorage DS4100.

1. To begin, enter the IP address of the QLogic Fibre Channel Switch Module for
IBM BladeCenter into your Internet Explorer Web browser. You will see the

Java Plug-in Version Check and after several seconds a window similar to
Figure 9-13.

Note: If the Java JRE™ is not installed, you will get a warning when you try
to connect to the switch via a Web browser.

[ san Brows - [o]|
File Fabric Wizards View Help
0 % M0
i hdd Refresh Events Help
Switch i
f Initial Start Dialog - SAN Browser
SAN Browser
Select initial option:
(@ Open existing fabric [requires ip address, login, and password]
() Start application without specifying a fabric
[] Don't show this dialog again
‘ Proceed Cancel Help
ESAN Browser =

Figure 9-13 SAN browser window

2. Select Open existing fabric [requires IP address, login, and password]
and click Proceed. You will see a window similar to Figure 9-14 on page 289.
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Add a New Fabric - SAN Browser 3]

Add a New Fabric

Fabric Name: |Bladecenter SAN 1
IP Address: 192 168.0.223

Login Name: |USERID

Passworg: [+

| &dd Fabric H Close H Help

Figure 9-14 Add a New Fabric window

3. Enter a name in the Fabric Name field. Continue to insert the IP address of
the switch module and then your user ID and password. The default user ID
and password is USERID and PASSWORD (use all caps, and, in the
password, insert O for O). In our example, we enter a fabric name of
BladeCenter SAN 1. Click Add Fabric. You will see a window similar to
Figure 9-15.

Non secure connection check ['SZ]
Fabric-Bladecenter SAN 1: The switch at IP address 192.168.0.223 failed to respond to a request for a secure connection.

Would you like to establish a non-secure connection?

| 0K || Cancel || Help |

[_] Don't warn me again (You can re-enable this dialog in User Preferences).

Figure 9-15 Fabric specified window
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4. Click OK. You will see a window similar to Figure 9-16.

SAN Browser - Topology

File Fabric Switch View Wizards Help

& B B

- Add Refresh Events Help

Switch Bladecenter SAK 1
@ Normal
06 Part FCSM Bay3
&3 5ANbox 1400 (lefl) =
6 Part FCSM Baya Eg
e /’. .Nmma\
>
r’/
.SANth 1400 (lefty B
oouosnno
(oo SN
S Micknarme Details | FC Address Switch Wendor Active Zones Row #
|21:00:00:e0:80:95:36:1 e i o400 |E Port FCEM Bay3 |Bay 4 |Initiatar |@Lagic Corp. 1
|g1 01:00.20:8b:3%:01:.0a i) |ddnoon SANBox 1400 (lefh [Port0 |Initiator QLogic Gorp. 2
20.04:00:80008.12:60.53 & |dangon SAMbox 1400 (lefh [Ports [Target IBI  1724-100 FASIT (Rev. 0542) 3
Devices Lm:live Zoneset L Switch | Link
B -

Figure 9-16 Topology window
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5. This is the topology window that includes the 4Gb QLogic Fibre Channel

Switch Module and the QLogic SANBox 1404. Double-click 6 Port FCSM Bay

3 and you will see a window similar to Figure 9-17.

Note: In this example, 6 Port FCSM Bay 3 is a logical name for the switch
that we defined. This could be named something more significant for your

environment. Also, the switch could reside in Bay 3 or Bay 4, which are

both valid bays for the FCSMs.

SAN Browser - Faceplate
Ele Fabric Switch Port Zoning View Wizards Help

: @& @M = |
L Adil Refresh Events Zﬂn’.ﬂﬂ_uﬂln_|

m

it Zoning

Switch | B Porl FCSM Bay3
¢ @ Bladecenter SAN 1 @ normal
0G Port FCEM Bayd]

&3 SANbox 1400 (efy

§ 7 8§
nn oo nnoDonnonnonnnn

21:00:00:80:8b°95' 361 & | |6 Port FCSM Bay3 |Bay 4 \Initiator |QLogic Corp. |

Port VWi | Mickname | Defails | FC Address | Switch | Pot [ Tar | Wendar | Active Zones
40400

Devices | Switch | PortStats | Portinfo | Configured Zonesets

Figure 9-17 Edit zoning window
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6. From the Edit Zoning dialog window, click the Zoning icon and then click Edit
Zoning. You will see a window similar to Figure 9-18.

Edit Zoning - SAN Browser

File Edit

Ty i A
] L @ o
Zone Set,  Zone Alias Ingert  Remowve
o Zone Sets SiMembers -

ZoneSet ORPHAN ZONE SET Ay [l 6 Port FCSM Bay3
: ¥ comainzz3 Port#0
| Domain223 Port# 1
| Domain:223 Port# 2
Domain:223 Port# 3
L Ciomain:223 Port# 4

¢ [0 Fcaduress: amano

WM 21:00:00'80:80:85:36:1 e(QLogic Corp)
Domain223 Port# 5
Domain:223 Port# 6
Domain223 Port# 7
Domain:223 Port# 8
| Domain:223 Port# 9
| Domain223 Port# 10
| Domain:223 Port#11
Daomain223 Port# 12
Domain:223 Port# 13
Domain:223 Port# 14
Domain223 Port# 15
Domain:223 Port# 16

| Domain223 Port# 17

| Domain:223 Port# 18

: | Domain223 Port#19

| ¢ =1 SANDOX 1400 (et

1 ¢ % Domain221 Port# 0 L
¢ [ Fcaddress: qaoo0g

=

WA 21:01:00:e0:80:33:01:0alGLogic Corp.)

Daomain:221 Port# 1

Domain:221 Port# 2

Daomain:221 Port# 2

: Ciomain:221 Port# 4

A Il [ Il

4]

| Apply || Close || Help |

Figure 9-18 Zoning switches listed window
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7. From the Edit Zoning dialog window (Figure 9-19), click Zone Set — Create

a zone set. You will see a window similar to Figure 9-20 on page 294.

Edit Zoning - SAN Browser
File Edit

! @ 1

Zohe Set Zone Alias Insert Remove

Ll
%? 7o Create a zone set

ZoneSet ORPHAM ZOME SET

iMemhbers

¢ 06 Port FCEM Bay3

: Domain:223 Port#0
| Domain:223 Port#1
Domain:223 Port # 2
| Domain:223 Port# 3

[ Domain:223 Port# 4

L Ij FC Address: dfi400
-

| Domain:223 Port#5
Domain223 Port# 6
Diomain223 Port# 7
: Domain:223 Port# 2
Domain223 Port# 49
Domain:223 Part#10
Diomain:223 Port # 11
, Domain:223 Port#12
| Domain:223 Port#13
Diomain223 Port# 14
. Domain:223 Port# 13
, Domain:223 Port# 16
Domain223 Port #17
Domain223 Part#18
7 Domain:223 Port# 19
¢ B3 SAMNbOox 1400 (ef
4 ¢ 9% Domain221 Part#0
? D FC Address: dd0000
=

| Domain:221 Porl#1
Domain:221 Port# 2
| Domain:221 Port# 3
Dornain:221 Por# 4

e W 21:00:00'e0:8h:85: 361 eGLogic Carp

|_| WY 21:01:00°e0:8h:33:b1:0ai@logic Corp.)

4

[»

| Apphy H Close || Help |

Figure 9-19 Create zone set window
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Edit Zoning - ﬁAN Brn.wser

Domain223 Part#0
 Domain:223 Port# 1
Domain:223 Port# 2
Domain223 Port# 2
L4 Domain:223 Port# 4
FC Address: dfi400
[ W 21:00:00:e0:8b:95:36:1 e(@Logic Corp.)
| Domain:223 Port# 8
 Domain223 Port# 6
Domain223 Port# 7
Domain:223 Port# 8
Domain:223 Port# 3
Domain223 Port# 10
Domain:223 Port# 11
| Domain:223 Port#12
 Domain:223 Port#13

File Edit
i -
@ &l =
Zone Set| Fone Alias Insert  Remove
¢ Zone Sets Members
ZoneSet ORPHAN ZONE SET |9 BB PortFCSM Bay3

Create a zone set

Zone Set Name |51 ADECENTER!|

OK || Cancel || Help

E WA 21:01:00:e0:80:33:b1:0ai@logic Corp.)
| Domain:221 Part#1
| Domain:221 Part# 2
 Domain:221 Port# 3
Domain:221 Port# 4
Domain221 Port# 4
Dormain:221 Port# 6
Domain:221 Port# 7
Domain:221 Port# 28
¢ [ Fcadoress: dansao

T A 20:04:00:30:08:1 22 053(EM  1724-100
: 9¥ Domain 2 Pot#g
HEl) 1 [ [»

‘ Apphy || Close H Help |

Figure 9-20 Creating BladeCenter1 zone set window

8. In the Create a zone set dialog box, enter a name for the Zone Set Name field
and click OK. In our example, we typed BLADECENTER!1.
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9. Once the zone set has been created, you should create a zone. Right-click
ZoneSet: BLADECENTER1 and select Create a Zone... (Figure 9-21). You
will see a window similar to Figure 9-22 on page 296.

Domain223 Port# 0
| Dormain223 Porta 1
| Domain223 Port# 2
|§ Domaini223 Port# 3
[ Domain:223 Port# 4
L3 FC Address: df0400
E WA 27:00:00:e0:8h:95:36:1 efGLogic Corp.)
| Domain:223 Port# 5

| Domain223 Port# 6
| Domain223 Port# 7

Edit Zoning - SAN| Browser &
File Edit
= £ -
B =2 H o
Zone Set Zone Alias Insert Remaove
¢ Zone Sets iMembers
0 ZoneSet. ORPHAM ZOME SET i| ¢ D& PartFoSu Bay3

Rename ...

| Domain223 Port#10
¥ Dormairn223 Port# 11
| Domain223 Port# 12
| Domain223 Port#13
| Domain:223 Port# 14
| Domainzz23 Fort# 15
| Domain323 Port# 16
|§ Domain223 Port# 17
|8 Domain223 Port# 18
:: |¥ Domaini223 Port#14
i ¢ B3 SANbON 1400 (lef)

A o % Domain221 Port#0

g FC Address: dd0000

F‘ WA 21:01:00:e0:8h:3 301 0a(GLogic Corp)

[9¥ Domain221 Port#d

| Domain221 Port# 2

| Domain221 Porti# 3

99 Comaina Part#d

| Domain221 Port# 5

|8 Domainaz1 Pot# 6

|¥ Domaini221 Port# 7

4 Domain221 Port# 8

¢ [ Fcaddress: qaosoo

E WA 20004:00:a0:h8:1 2:e053(BM  1724-100

: [9¥ omainz21 Port# o
i i I v

| Apphy || Close H Help ‘

Figure 9-21 BladeCenter1 zone set created window
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10.In the Create a zone dialog box, enter a name in the Zone Name field and
click OK (Figure 9-22). In our example, we typed BLADE4PORTOBOOT. Next,
you will see a window similar to Figure 9-23 on page 297.

File

B 4 #
B 8 & o o
Zone Set Zone Alias ingert Remove
- Zone Sets :Members
f ZoneSet ORPHAN ZONE SET |7 D8 PoFosm Baya

Domain:223 Port# 0
| Domain:223 Port# 1
| Damain:223 Port# 2
 Domain:223 Port# 3
Domain223 Port# 4

s FC Address: 1400

T N 21:00:00:e0:80:85: 361 e(@logic Gorp)

|9 Domain223 Port# 5
Domain:223 Port# 6
 Domain:223 Port# 7
| Domain:223 Port# 8
 Domain:223 Port# 9
| Domain:223 Port# 10
¥ Domain:223 Port# 11
 Domain:223 Port# 12
¥ Domain:223 Port#13

s, 223 Part#14
Create a zone 3R 2z Porte 15
(223 Port# 16
(223 Port#17

ZoneSet BLADECENTERT

Zone Name |BLADE4PORTDBOOT

;223 Port#18
| OK H Cancel H Help ‘ 1323 Port# 14
0 (left
. M2 Port# 0
? FC Address: dd0oog

[9¥ Domain:221 Porti# 1
Domain:221 Port# 2
 Domain:221 Port# 3
Domain:221 Port# 4
| Domain:221 Port# 5
| Domain:221 Port# 6
| Domain:221 Port# 7
Domain:221 Port# 8

s FC Address: ddann
B . 20.04.00:a0b81200.530BM 1724100 »]I

9% Domain:221 Port# 9
|41 il \ v

| Apphy H Close || Help ‘

Figure 9-22 Creating blade4portOboot zone window
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Edit Zoning - SAN Browser |

File Edit
= e A
=@ =]
Zone Set Zone Alias Insert Remove

¢ Zone Sets

aneSet: ORPHAN ZOMNE SET

oneSet: BLADECENTERT

=] Zone: ELADE4PORTOBOOT (Som)

[Fone: BLADE4PORTOBOGT (Goft |

Members
| ¢- DG Part FCSM Bayd

Domain223 Port# 0
Domain:223 Port# 1
|9 Dormain 223 Ports 2
I Dornaini223 Port# 3
ks

Domain:223 Port# 4

=

Domain:223 Port# 10
Domain223 Port# 11
Domain:223 Port#12
Damain:223 Port#13
Domain223 Port# 14
Domain:223 Port# 15
|9 Domain223 Port# 16
Damain:223 Part#17
¥ Domaini223 Port# 18
|8 Dornair:223 Port# 19

[P Domain223 Part# 5
Domain223 Port# 6
Domain223 Port# 7

|9 Domain223 Port# s
Damain:223 Part# 4

| ¢ £ SANbox 1400 (et

¢ ¥ Domainz21 Port#

=

Domain221 Port# 7

[9¥ Domain:221 Port# 1
Damain:221 Part# 2
Domain:221 Port# 3
Domain:221 Port# 4
Domain:221 Part# 5

1§ Dormainc221 Port# 6
1]
s Domain221 Port# 2

[P¥ Domain:221 Port# 9

¢ [0 Foaduress: amano
- v 21:00:00:00:8b-95:35:1 a@Logic Corp)

? E| FC Address: dd0000
I AN 21:01:00:e0:6h: 33 1 :Dal@logic Corp.)

s FC Address: dd0&0n
L Vb 20.04:00:20:08 1 2005 30EM

1724-100

AT i

| »

‘ Anply || Close || Help

Figure 9-23 blade4portObootzone created window
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11.Hold Ctrl and select the devices meant for the zone with the left mouse
button. In our example, we selected the FCSM WWN:
21:00:00:€0:8b:95:36:1e (QLogic Corp.) and the storage path WWN:
20:04:00:a0:b8:12:€0:53 (IBM 1724-100 FAStT (Rev. 0542) (Figure 9-24).
Continue holding down the mouse button and drag the members to the zone.
You will then see a window similar to Figure 9-25 on page 299.

Edit Zoning - SAN/Browser

File Edit
T4 2l
B =2 & & o
ZoneSet  Fone Alias Insert  Remove
¢ Zone Sets HMembers
ZaneSet: ORPHAN ZONE SET |9 Depat M
: amain: o
¢ [B)] zonssst BLADECENTER . N oman 223 Port# 1
[ Zane: BLADE4RORTOBGOT (Soff) g ! Domain:223 Port# 2
H I Domain:223 Port# 3
9 Comain:223 Port# 4

¢ [ Foaddress: aman
E WA 2100000809536 1 e{0Logic Corp.)
| Domain:223 Port# 5
 Domain:223 Port# 6
J¥ Domain:223 Port# 7
I8 Domain:333 Port# 8
I8 Domain:33 Port# 9

E! Domain:223 Part#10

J§ Domain:223 Port# 11
I8 Domain:223 Port#12
| Domain:223 Port#13
i Domain:223 Port# 14
I$ Domain:223 Port#15
[¥ Domain:223 Part# 16
[$ Domain:223 Port#17
J¥ Domain:223 Port#18
I¥ Domaini223 Port#19
| ¢ B2 BANbox 1400 (lefty
{ ¢ % Domain:221 Port# 0
LS |j FC Address: dd0o0o
E WA 21:01:00:20:8b:33:b1:0a(0Logic Corp)
|$¥ Domain:221 Port# 1
Domain:221 Port# 2
| Domain:221 Port# 3
Domain:221 Port# 4
'!! Domain:a2 Pot# 5
J§ Domain331 Port# 6
I Domain:221 Port# 7
¢ 3% Domain:221 Port# 8
s |j FC Address: dd0800

q — -} WA 20.0400,a0 6B 1260 530BN 1724100 FASIT (Rev. 0542)
: 9 Domainizz1 Port#a

‘ Apply || Close H Help |

Figure 9-24 Edit Zoning - SAN Browser window
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Edit Z SAN Browser
File Edit
A
Zone Set  Zone Alias Insert  Remaove
o Zone Sets “IMembers

ZoneSet: ORPHAN ZOME SET
ZoneSet BLADECENTER1

¢ [Z] Zone: BLADE4PORTOBOOT (Sofly

"I WWIN: 20040080081 22053
" WWINC 210000e08085381 e

| % BB PortFUSM Bayd
: Domain:233 Part# 0
§ Domain:223 Port# 1
9% Domain:223 Port# 2
} Domain:223 Port# 3
s Domain:223 Port# 4
¢ [] Foaddress: smaon
- wwine: 21:00:00:00:80:95:36: Te(aL ogic Corp.)
’u Domaln:223 Port# 5
1 Domain:223 Port# 6
[;i Domain:223 Port# 7
P_[ Domain:223 Port# 8
’!_'_ Domain:223 Port# 8
Domain:223 Porta# 10
Daomain:223 Porta# 11
T’ Diormain:223 Port# 12
Domain:223 Port#13
Domain:223 Port# 14
Domain:223 Port# 19
Domain:223 Port# 16
Daomain:223 Port# 17
B8 Domain 223 Port# 18
: ¥ Domain:223 Port# 19
| ¢ B2 SANbox 1400 (lef)
| ¢ B% Domain2H Port#0
¢ [] Foaddress: daooo
E WA 21.01:00:e0:80:33:b1:Da(@Logic Corp)
B Domain:221 Port# 1
!!l Comain:221 Port# 2
’;i Domain:221 Port# 3
Domain:221 Port# 4
§ Domain'z21 Fart# 5
'¥% Domain:221 Port# 6
Domain:221 Port# 7
s Domain:221 Port# 8
¢ [ Foaddress: danson
E WWN 20:04:00:20:08: 12:e0:53(BM  7724-100 FASHT (Rev. 0542))
$¥ Domain:221 Port# 9

bbb

‘ Apphy H Close H Help ‘

Figure 9-25 Edit Zoning - SAN Browser window
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12.Members were added to the zone. Click Apply to apply zoning changes. You
will see a window similar to Figure 9-26.

Save Ioning & Error Check [ZI

There were 0 errors found.

IStatus: Error Check Complete

‘ Perform Error Check || _SaveZuningf H Close |

Figure 9-26 Perform error check and save zoning

13.From the Save Zoning and Error Check dialog box (Figure 9-26), select
Perform Error Check. Once the Error Check is complete and no errors
appeared, select Save Zoning. You will see a window similar to Figure 9-27.

§ave 'inning &. Error Ehé:k

There were 0 errors found.

Ione set activation

After the zoning save is completed would you like to activate one of the zone sets?

I‘Status: Error Check Complete

‘ Perform Error Check H Save Zoning || Close

Figure 9-27 Zone set activation window

14.Select Yes to activate your zone set(s) once the save is complete. You will see
a window similar to Figure 9-28 on page 301.
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!Status: Error Check Complete

‘ Perform Error Check || Save Zoning H Close

Figure 9-28 Select zone set to activate

15.Select the zone set to be activated and click OK. You will see a window similar
to Figure 9-29.

Save Ioning & Error Check

There were 0 errors found.

Sending Changes..

Changes saved to 6 Port FCSM Bay3. Saving Zoning..
& Port FCSM Bay3 Zoning save complete.

Activating zone set"BLADECEMTER1".

lFone set"BLADECEMTER1" activated.

Ciuration 0 secandis).

?Status: Zone set "BLADECENTER1" activated.

‘ Perform Error Check ‘ | Save Zoning ‘ ‘ Close

Figure 9-29 Zone set activated
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16.Click the Close button to complete saving your zone. You are returned to a
window that is similar to Figure 9-30.

Edit Zi g - SAN Browser
File Edit

B @ of of
Zone Set  Zone Alias Insert  Remove

9 Zone Sets
ZoneSet ORPHAM ZOME SET

ZoneSet BLADECENTER1
¢ [Z] Zone: BLADE4RORTOBOOT (Safl)
E WWWH: 200400a008120053

2w 21 0000808095381

Members
¢ [ 6 Port FCSM Bay3
Domain:223 Port# 0
| Domain:223 Port# 1
| Domain:223 Port# 2
|9 Domain:223 Port# 3
¢ Daomain:223 Port# 4
o [ Fcadaress: aros0n
] WAWWNE 27:00:00: e0:80: 95:36: Te(Qf ogic Corp.)
| Domain:223 Pot# 5
} Domain:223 Port# 6
| Domain:223 Por# 7

| Domain:223 Port# 9
1§ Domain:223 Port# 10
¥ Domain223 Port# 11
| Domain:223 Port# 12
| Domain:223 Part#13
| Domain:223 Port# 14
| Domain:223 Port# 15
|§ Domain:223 Port# 16
' Domain:223 Port# 17
| § Domain223 Port# 18
E_'__ Domain:223 Pori#19
¢ B=3 SANhox 1400 (ef)
¢ ¥ Domain:221 Port#0
¢ [ Fcaddress: daoono
WY 21.01:00:e0:80:33.01:0a(GLogic Corp)
| Domain:221 Port# 1
| Domain'221 Port# 2
| Domain:221 Port#3
Domain:221 Port# 4
Domain:221 Port# 5
| § Domain221 Port# 6
| Domain221 Port# 7
9 Domain:221 Por# 8
¢ [ Foaddress: dunson
WWWNE 20:04:00:a0:h8: 12:00: 530808
9% Domain:221 Port# 9

F724-100 FASET (Rev. 0542))

g

p

H Close H Help |

Figure 9-30 Close edit zoning
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9.3.4 Storage

In this section, we will complete the necessary steps to access our storage
server. Perform the following instructions:

Click Start — All Programs — Storage Manager 9 Client to launch
Storage Manager (Figure 9-31). You will see a window similar to Figure 9-32
on page 304.

Adminisiralor

= g Manage Your Server :{,g My Computer
=

EES Command Prompt E Control Panel

Qw Administrative Tools
f Windows Explorer

,.-'q,_
M SAMNsurfer Express HES
Matepad &2 Windows Catalog
"h Windows Update otk

Starage Manag: PEI Arcessoties
':‘j Administrative Tools
‘windows Updat | ) IEM FASET M52
,j Qlogic Carpotation
IJ_I Qutlook Expres: 'j:j QlLogic Management Suite
i) Realvnic
ﬁSnNsurFer St I,’j Startup
£ Internet Explorer
ﬁ Samnsurfer Expr t‘g Outlaok Express

Remote Assistance

ST LTI

W e e e

1
All Pragrams @ storage Manager 5 Client

Figure 9-31 Start Storage Manager 9 client
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nterprise Management Window Task A x|

Whiat are the Enterprise and Subsystem Management Yindows?

Which Task Would You Like To Perform®
The Task Assistant helps you complete tasks quickly and easily within the Enterprise Management
windowr . Plesse choose a task:

Initial Setup:

Add Storage Subsystems
You must add & storage subsystem to the Enterprise Management Window before
it can be configured or managed.

Mame/Rename Storage Subsystens

Maming a storage subsystem and providing a comment makes it easy to find the
array within the Enterprize Managerment Windove or determine its physical
lacation.

Configure Alerts
Iil/ h Canfiguring alerts allowes you to receive email or SMMP notification whenever
li‘ there are critical problems on a storage subsystem,

Subsystem Management:
Marage a Storage Subsystemn
% Launch the Subsystem Management Windowe to perform configurstion tasks such

&% logical drive crestion and hat spare assignment on 5 storage subsystem you
=rarify

[ Dont show the task assistant at start-up again

Figure 9-32 Load Storage Manager

2. Under Initial Setup, click Add Storage Subsystems. You will see a window
similar to Figure 9-33.

Choose g method for the addition of storage subsystemns:

" mutomatic:

Discovers storage subsystems automatically within the local sub-network.
The discovery process may take several minutes to complete.

Al storage subsystems by host or controller [P address or host name. This
aption i typicaly used only to add 5 storage subsystem that is outside the
local sub-netwark.

il l Cancel l Help I

Figure 9-33 Select Addition Method window
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3. Select Manual to specify storage subsystems and click OK. You will see a
window similar to Figure 9-34.

il Add Storage Subsystem ] x|

“ou can add storage arays to your management domain in tweo different
sways [(Dut-of-band or In-band). Cut-of-band mansgement iz done
through each controller's Ethernet connection. In-band management is
donethrough & host running appropriste host softvware.

What are in-band and out-of-band management connections?

(¥ Out-of-band management:

Mote: If yvou are adding an out-of-band contraller for a
partially-managed storage subsystem, please erter it in the first field
regardliess of whether i iz the first or second controller.

Adding controllers with more than one Ethernet port
First Controller (host name or [P address]):

faz.168.0209

Second Contraller (host name aor IP address:

f192.165.0.204

" In-band management:

[host nameor P address:

Auedd 1 Cancel 1 Help_!

Figure 9-34 Add Storage Subsystem

4. Enter the controller IP addresses of the storage server and click Add. You will
see the connecting status. Afterwards, you will see a window similar to
Figure 9-35.

The storage subsystem was added successiully.
e You may howe manage this storage subsystem using the
\Q Tools==Manage Storage Subsystem option in the Enterprize

fanagerment Window .

Wionld you like to add another?

Figure 9-35 Storage Subsystem Added window
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5. Click No. You do not want to add any more storage at this time. You will see a
window similar to Figure 9-36.

nterprise Management Window Task ] 3 .5.;

Whiat are the Enterprise and Subsystem Management Yindows?

Which Task Would You Like To Perform?
The Task Assistant helps you complete tasks quickly and easily within the Enterprise Management
yindow . Plesse choose a task:

Initial Setup:

: Add Storage Subsystems
You must add & storage subsystem to the Enterprise Management Window before
*J it can be configured or managed.

Mame/Rename Storage Subsystens

Maming a storage subsystem and providing a comment makes it easy to find the
array within the Enterprize Managerment Windowe or determine its physical
lacation.

Configure Alerts
Iil/ h Configuring alerts allowes you to receive email or SMMP notification whenever
li‘ there are critical problems on a storage subsystem.

Subsystem Management:
Marage a Storage Subsystemn
% Launch the Subsystem Management Windowe to perform configurstion tasks such

&z lagical drive creation and hot zpare azsigniment on & storage subsystem you
=rErifa

[ Dont show the task assistant st start-up again
Cloze |
Figure 9-36 Enterprise Management Window Task Assistant

6. Click Manage a Storage Subsystem. You will see a window similar to
Figure 9-37.

elect Storage Subsystem ; i _}5_]

Comment |

Select a storage subsystem to manage:

Metwork Management Type

Locate | Ol | Cancel | Help l

Figure 9-37 Select Storage Subsystem window
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7. Specify which storage subsystem you plan to manage. In our example, it is

the DS4100. Click OK. You will see a window similar to Figure 9-38.

Which Task Would You Like To Perform?
The Task Assistart helps you complete tasks quickly and easily. Pleaze chooze a tashk:

o | |=6 |

il

[==0)

Figure 9-38

Chapter 9. TotalStorage DS4100, DS4700, and DS4800 Boot from SAN

Storage Subsystem Configuration

Carfigure Starage Subswatem
Creste logical drives, configure RAID levels, and a=sign hot spare drives.

D fire Hosts
De fine the hosts and associated HEA hiost ports connected to the storage
subsystem.

Create Mew Storage Parttions
Set up storage paditions by assigning hosts o storage subsy stem logical
drives.

hap Addtional Logical Drives
Add logical drives to existing storage partitions or the default group .

Save Configurstion
Store configurstion parameters in a file for use during restorstion or
replication.

Additional Tazks

SetiCharge Password
Provicls & password for the storage subsystem to prevent harmnful
operations or data hoss.

Change Detault Host Twpe (Operating Syatem)

Currently set for: YWindowes 200055 erver 2003 bon-Clustered
Chimrmge e delmll bosl Dype il e hosbs conmecled Lo e slorage
sikewetam Ao not match tha o vt eattine shosen

Storage Subsystem Configuration window
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8. Click Configure Storage Subsystem. You will see a window similar to
Figure 9-39.

D54100 - Choose Configurat
Select a Configuration task:

" Automatic configuration:

Alloves you to automatically configure the storage subsystem using
a suggested configuration or one you create.

&
Create individual logical drives guickly with the logical drive creation

weizard, which provides additional control over logical drive
configuration parameters.

. As=sign hot =pare drives:

Azzign hot spares automatically to provide recommended hot spare
coverage or manually for customized configuration.

(]34 Cancel

Figure 9-39 Choose Configuration Task window
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9. Select Create individual logical drives and click OK. You will see a window
similar to Figure 9-40.

X

2 DS4100 - Allocate Capacity for Logical Drive

ou must specify where the new logical drive should be created before you create & logical drive. Select free capacity to creste a
logical drive on an existing array or select unconfigured capacity to creste & neve array and an individual logical drive.

(© Free capacity an same array (create individual (agical drive]

' Free capacity on existing array (create individual logical drive)

? Fre oh 1)
E] Free capacity (366.516 GE) on array 2 (RAID 3)

{* Unoonfigured capacity (create neww artayd; mirimurm of 2 drives reguited

Figure 9-40 Allocate Capacity for Logical Drive window

Chapter 9. TotalStorage DS4100, DS4700, and DS4800 Boot from SAN 309



10.Specify what space to use for LUN. In our example, we selected the RAID 0
array. You will see a window similar to Figure 9-41.

E52 DS4100 - Specify Capacity/Name {Create Logical Drive}. i x| |

Onthiz screen, you specify the capacity and unigue name for an individual logical drive. You must indicate exactly how much of the
atray's available capacity you want to allocate for an individusl logical drive.

Array RAID level: 0
Array avallable capacity: 5§29 544 GB

Logical Drive paratneters
Mewy logical drive capacity: Units:
| g o =]

Matne (30 characters maximurn):
|ELADE4OS]

Advanced logical drive parameters:
% Lsze recommended zettings

€ Customize seftings (MO characteristics and contraller ovwnership)

= Back ] Mext = Cancel | Help ]

Figure 9-41 specify lun capacity and lun name

11.Specify the LUN capacity and LUN name. In our example, the LUN capacity is
10 GB and the LUN name is BLADE4OS. Under Advanced logical drive
parameters, make sure User recommended settings is selected. Click Next
and you will see a window similar to Figure 9-42 on page 311.
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D54100 - Specify Logical Drive-to-LUN Map|

The last step isto specify how you wwant & logical unit number (LURMI to be mapped to the individual logical drive. You have two
options: Default Mapping or Map Later.

Select Default Mapping if you do MOT intend to use storage partitions. The software will autamatically assign a LUM, place the
logical drive inthe default group inthe Mappings View, and make it available to all hosts attached tothis storage subsystem. Alsa,
to correctly access the logical drives, the operating system of all sttached hosts must match the host type listed below.

IMPORTAMT: % ou only need to change the host type once for ALL logical drives: Y ou can alzo change it uzing the Storage:
Subsystem==Change==Default Host Type option.

Select Map Later if you intend to use storage parttions (you must have the festure enabled). You will uze the Define options in the
Mappings “iew to (1) specify each host (and host type), and (2] creste a storage partition by indicating the hosts you wart ta
access specific logical drives and the LIUME to assign to the logical drives.

Logical Drive-to-LLM mapping:
 Default mapging

Host type [operating system):

Windowys MNT Clustered (SP3 or higher) -

= Back ] Finish ] Cancel ] Helg ]

Figure 9-42 Specify Logical Drive-to-LUN Mapping (Create Logical Drive) window

12.Specify the logical drive to LUN mapping, insuring you pick a type where
AVT/ADT is enabled (see Table 9-1 on page 275). In our example, we

selected Windows 2000/Server 2003 Non-Clustered. Click Finish to created

the LUN. Next, you will see a window similar to Figure 9-43.

D54100 - Creation Successful i x|

The ness logical drive vwas successiully crested.

Do o weant to creste ancther logicsl drive?

e

Figure 9-43 Creation Successful (Create Logical Drive) window
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13.Click No. You do not want to create any additional LUNSs at this time. Next, you
will see a window similar to Figure 9-44.

54100 - Completed (Create Logic; ) x|

Use the options in the Mappitgs Yieve to vieswichahge the current
logical drive-to-LUN mappings o assign hosts and LURNs to your
logical drives it you are using storage parttions.

If wou weant to change any other logical drive attributes | use the
appropriste options under the Logical Drive menu in the
LogicalPhysical “Wiew:.

Once you have crested all desired logical drives, use the
appropriste procedures (such as the hot_add wtility or other
method, and SWdevices) on your hosts to register the logical
drives and display associsted operating system-specific device
names.

Figure 9-44 Completed (Create Logical Drive) window

14.Review the information in the window and click OK. You will see a window
similar to Figure 9-45.

& DS4100 - Choose Configurati x|

Select 3 Configuration task:

" Automatic configuration:

Allowes wou to automatically configure the storage subsystem using
a suggested configuration or one you create.

)

Create individual logical drives:

Create individual logical drives guickly with the logical drive creation
wizard, which provides additional cortrol over logical drive
configuration parameters.

« A==ign hot =pare drives:

Azzign hot spares automatically to provide recommended hot spare
coverage or manuslly for customized configuration.

Cancel

Figure 9-45 Cancel out to get out of configuration
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15.Click Cancel to exit configuration task. You will see a window similar to

Figure 9-46.

Which Task Would You Like To Perform 2
The Tazk Aszistant helps you complete tasks quickly and easily. Please choose atask:

T | P |=f |&F |

1)

SITdyE SUDSsETn w g urdoon

Configure Storage Subsyatem
Create logical drives, configure RAID levels, and azsign hat spare drives.

Defire Hosts
Define the hosts and associsted HBL host ports connected to the storage
subsystem.

Creste Mevy Storage Paritions
Set up =torage partitions by assigning hosts to storage subsystem logical
drives.

Map Lddtional Logical Drives
Add logical drives to existing storage parttions or the default group.

Save Configurstion
Store configurstion parameters in a file for uze during restoration ar
replication.

Additional Tasks

SetiChange Passward
Provide a pagsword for the storage subsyetem to prevent harmiul
operations or data loss.

Change Default Host Type (Operating System)

Currently set for: vindows 2000/5Server 2003 Mon-Clustered
Charge the default host type if the hosts connected to the storage
zubzystem do not match the current setting showwn,

Figure 9-46 Click on define hosts

Chapter 9. TotalStorage DS4100, DS4700, and DS4800 Boot from SAN

£

313



314

16.Click Define Hosts. Here you will define your host to your storage subsystem.
You will see a window similar to Figure 9-47.

£ DS4100 - Introduction {Define Host)

Thiz wvizard will help you define the hosts that will access the logical drives in this storage subsystem.
ou will defing one host &t a time.

Defining & host is one of the steps required to let the storage subsystem knowe which hosts are attached
to it and to allow access to the logical drives.

What preparation tasks are reduired?

Wity would you use storage partitions?
Question:

Do you plan to use storage partitions on this storage subsystem?

= Yes
" Mo

Mote: The wizard nesds to know if you plan to use storage partitions so it can provide the proper steps to
define the host. You can always go back and re-define the host if you change your answer.

Cancel | Help |

Figure 9-47 Introduction (Define Host) window
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17.Select Yes and click Next to use the storage partition on the selected
subsystem. You will see a window similar to Figure 9-48.

2 DS4100 - Specify Host Name,/HBA Attributes (Define H

The host communicates with the storage subsystem through its host bus adapters (HE&s). Each physical port on an HBA has a
unigue identifier called a worldwide name. The list below displays all of the known HBA host port identifiers.

In this step, you need to (1) specify & unigue name for the host, (2] match the specific HBA host port idertifiers (one or maore) to the
particular host that you are defining and select Add, and (3) specify an alias by highlighting the idertifier in the right table and

selecting Edit. If vou don't see a particular identifier, select Refresh or manually enter it yourself by selecting Mewy. If you need to
make & change, highlight the idertifier and select Edit.

Specify name of host
Host name (30 characters maximum]):

|BLADE4DS

Match HEA host port idertifier (=elect one or more)

Howe do | match an HES host port idertifer to & host?

Knowen HEA host port identifiers:

Selected HBA host port idertifiersfaliases:

Iclertifier Alias

Add = |
= Remaye |

Refresh | Il

= Back | [

| Cancel | Help |

Figure 9-48 Specify Host Name/HBA Attributes (Define Host) window
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18.Specify the name of your host. In our example, we selected BLADE4OS.
Next, you will specify the WWPN of the HBA you intend to use. In our
example, we selected 210000e08b95361e. Click Add. You will see a window
similar to Figure 9-49.

55 D54100 - Edit Identifier/Alias (Define Host) |
Fote: You can only change an identifier if you originally entered it manually.

Idettifier (16 characters):

[21 0000808005351 &

Aliaz (30 chatacters):

[ELADESND OV

Ok i Cancel I

Figure 9-49 Edit Identifier/Alias (Define Host) window
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19.In the Alias field, specify an alias for mapping. In our example, we typed
BLADE4WINDOWS. Click OK to continue. You will see a window similar to
Figure 9-50.

Ee2D54100 - Specify Host Type {Define Host) |

In this step, you must indicate the host type (operating system) of the host. This information will be used to determine how a request
will be handled by the storage subsystem when the host reads and writes data to the logical drives.

Mote: For some host types, there may be several choices provided in the list.

Host type (operating system):

-Select from list- v

Solaris =
Solaris (with Weritas DMP)
Wincoves 2000/Server 2003 Clustered

Windowys 20000Server 2003 Clustered (supports DMP)
inclor 0o, (=18 flon-Clustered 1
Windowes 20000Server 2003 Mon-Clustered (supports DMP) - =

= Back l et

Cancel 1 Help l

Figure 9-50 Specify Host Type (Define Host) window
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20.In this step, specify the host type (or the operating system) of your host. In our
example, we specified Windows 2000/Server 2003 Non-Clustered. Click Next

to continue. You will see a window similar to Figure 9-51.

2 DS4100 - Host Group Question (Define Host)

What iz & host group®

Question:
Iz the host you are defining part of a cluster of multiple hosts (a host group) that will share access to the same logical drives ina

storage partition on the storage subsystem?

{7 Yes - this host will share access to the same logical drives with other hosts.

If you select Yes, you will be taken to a screen to specify a name for the group of hosts.

If ywou select Mo, you will be taken to a preview screen. If you need to define a host group later, you can use the Mappings==Define

Host Group option.

Cancel ‘ Help |

= Back ‘ Mext =

Figure 9-51 Host Group Question (Define Host) window

21.Select No - this host will NOT share access to the same logical drives
with other hosts. Click Next and you will see a window similar to Figure 9-52

on page 319.
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2 DS4100 - Preview (Define Host)

You have defined your host as followes. If you are going to be defining = lot of additional hosts, you can save the current host
definition to a script file and use it as atemplate. You can then make appropriste changes to the script file for subseguent host
definitions using the command line or script editar.

Should | save the host definition to & script? Save Az Script... |

] Host: BLADEADS

Current host definition:

Host name: BELADE4ODS
Host type: Windows 2000/%erwer 2003 Non-Clustered
HEA host port identifier/alias: 210000e08b95361e /ELADEANINDOWS

Cancel | Help |

Figure 9-52 Preview (Define Host) window

22.In Figure 9-52, you are able to verify the host information you have defined.
Click Finish. You will see a window similar to Figure 9-53.

54100 - Creation Successful {Define K _)5_1

The nesy host was succesztully created and was placed inthe

(:E_t) Defaultt Group.

Do you wwant to define anather host?

=l

Figure 9-53 Creation Successful (Define Host) window
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23. After your host has been successfully created, click No to return the
Subsystem Management Window Task Assistant window (Figure 9-54).

Which Task Would You Like To Perform?
The Task Assistant helos vou complete sasks ouicdy and eazily. Plesse choose a task:

Storage Subsystern Configuration

Configure Storage Subsystem
Creae logical drives, configurs RAD levels, and azsign hot spare drives.

Define Hosts
Define the hosts and associst2d HEA host ports connested wo the storage
subaystom.

= &

Creste Mewe Storace Paditions
Set up storage partiions by assignng hosts to storage subsystem logizal
drlves.

Map Acllifional Logical Diives
Add logical drives to exigting storage patitiors or the defaull group.

save Contiguration
Store corfiguration sarameters in = file for use during restoration or
replication.

O |fF |ef

Additional Tasks

= SetiChange Password
W@ Provde apassword for the storage subsystem to prevant harmful
opcrations or cota lozs.

Currently set for: Windows 2000/52rver 2003 Mor-Clustered o
Change the de‘ault host 1ype It the hosts connected tothe slorags
sbcuctan deact reatebbihe covvaet saHivie choaon _v.J

Change Defauk Host Typs (Operating Syster)
FZ

Figure 9-54 Subsystem Management Window Task Assistant window
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24.Select Create New Storage Partitions. You will see a window similar to
Figure 9-55.

oning Wizard - Introduction

Thiz wwizard will help you quickly create a single storage partition.

A storage partition is a logical entity consisting of one or more logical drives that are
shared by a group of hosts or exclusively accessed by a single host.

Thiz wizard assumes that you have already crested your logical drives and defined yaour
host groups andior hosts using the appropriste Mappings==Define menu items (refer to
the online help).

Thiz wizard will guide yaou through the steps to specify what hosts, logical drives (and
their az=socisted logical unit numbers) should be included in this partition.

i Mext = i Cancel | Help

Figure 9-55 Storage Partitioning Wizard window
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25.Click Next to enter the wizard. You will see a window similar to Figure 9-56.

%22 DS4100 - Storage Partitioning Wizard - Select Host Gro

|

Select the host growp or host you want included in this parttion. If you select a host group, the hosts wil share access
to the logical drives you indicate in the next screen.

Select one host group or host

™ Host group:

l'j‘|'- ! windoes (hostport?, hostport2)

Cancel I Help |

= Back | Mext =

Figure 9-56 Storage Partitioning Wizard - Select Host Group or Host window

26.In this step, we will select the Host we have created for our configuration.
First, select Host and then select BLADE4OS. Click Next. You will see a
window similar to Figure 9-57 on page 323.
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DS4100 - Storage Partitioning Wizard - Select Logical Drives

Select the logical drives and azsigh the logical unit nurbers (LUNS) that the host will uze to access the logical

drives inthis partition.

Hosts: BLADE4OS

~Logical DrivedLUN a=z=signment -

Select logical drive:

Azzign LUK (0 to 255)

a Access
(3 wristislaptopt 40.000GE
i3 rH4 30.000GE

p

[

Logical Drives to include in partition:

|

Lagicsl Drive | Lo |
Al -= |
=- Remove |
= Back | Finish | Cancel | Help |

Figure 9-57 Storage Partitioning Wizard - Select Logical Drives/LUNs window
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27.1n the Logical Drive/LUN assignment view, select BLADE40OS 10.000GB as
our logical drive. Assign LUN 0 and click Add. You will see a window similar to
Figure 9-58. Listed in Table 9-3 are valid boot LUNs you may use.

Table 9-3 Operating system valid boot LUN

Operating system Valid Boot LUN
Linux 2.6 kernel (for example, RH4, SLES9) LUNs 0-7

Linux 2.4 kernel (for example, RH3, SLES8) LUNO
Windows 2000/2003 LUN 0-15

EEDS4100 - Storage Partitioning Wizard - Select Logical Drivi = x|

Select the logical drives and assign the logical unit numbers (LUNS) that the host will use to access the logical
drives in this partition.

Hosts: BLADE4OS

~Logical DriveLUN assignment -

Select logical drive: Aszign LUK (010 255) Logical Drives to include in partition;

a Access |1 ;] Logical Drive LR
a Wristizlaptop! 40.000GE
3 rr4 3000008 lihe |

= Back | Finish | Cancel | Help |

Figure 9-58 Storage Partitioning Wizard window
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28.Click Finish to complete the logical drive mapping. You will see a window
similar to Figure 9-59.

Which Task Would ¥ou Like To Perform?
The Task Assistant helps you complete tasks quickly and easily. Plesse choose a task:

|»

Storage Subsystem Configuration

Configure Storage Subsystem
% Create logical drives, configure Rall [evels, and assion hot spare drives.

| Define Hosts
g i 52054100 - Define Storage P. x| poe

Procezsed 1 of 1 logical drives - Completed .

cal

Sawe Configuration
Store configuration parameters in a file for use curing restoration or
replication.

Additional Tasks

ZetiZhange Password
Prowicde & pazsword for the storage subsystem to prevent harmful
operations or data loss.

Change Default Host Type (Operating System)
Currently 2et for: Windows 2000/5erver 2003 Mon-Clustered g
Change the defaut host type if the hosts connected to the storage ;j

wrkouctam dn med raatek Haa s rraet cobtine choouaen

Figure 9-59 Define Storage Partitioning Wizard - Processing window
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29.Click OK. Next, you will see a window similar to Figure 9-60.

ﬁDS-'Ol[I[I - IBM TotalStorage DS4000/FASLT Storage Manager 9 (Subsystem Management)

Storage Subsystem View Mappings Array Logical Drive  Controller Drive Advanced Help

| B | ]

I LogicalPhysical view 13 Mappings View |
Topology

Defined Mappings

=10l

rage Subsystermn DS4100

ndefined Mappings

B
5[ Hest w25
&8 e Host Ports

LB e Host Port x235_2340

Host Group Windows
B i Host hastpartt
-89 Hen Host Perts

L B8 HBa Host Fort hostpartt

B 7 Host hostport2

E-E Haa Host Ports

LE HE&, Host Port hostport2

= [0 Host BLADEADS

L Bhea Host Ponts

Logical Drive Narme

Acoessible By

Logical Drive Capacity

Type

& eLanEsos

Host BLADE4OS

10GE

Standard

Figure 9-60 DS4100 - IBM TotalStorage DS4000/FAStT Storage Manager 9 (Subsystem Management)

This step completes the storage configuration for blade4port0. After completing
the steps in this section, you should return to step 9 on page 286 to configure the
boot storage device’s WWPN for installing the operating system.

9.3.5 Configuring Boot from SAN on DS400

If you seek to implement a BladeCenter Boot from SAN utilizing the DS400,

please review the QLogic white paper:

Boot from SAN Part Ill: Technology update QLA4010/QMC4052/QLA234x/IBM

FCEC/QMC2462 DS300/400/4x00 Configuration Guide

found at:

http://www.qlogic.com/documents/datasheets/knowledge data/whitepapers/b
oot from SAN pt3.pdf
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http://www.qlogic.com/documents/datasheets/knowledge_data/whitepapers/boot_from_SAN_pt3.pdf
http://www.qlogic.com/documents/datasheets/knowledge_data/whitepapers/boot_from_SAN_pt3.pdf

Brocade documentation and
technical help

This appendix lists the Brocade documentation and technical help that you can
access on the Web and other sources.
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Documentation for Brocade 4Gb SAN switch module

328

The following are included on the Brocade 4Gb SAN Switch Module for IBM
BladeCenter Documentation CD-ROM, the IBM BladeCenter Web Site, the IBM
TotalStorage SAN Switch Web site, or on the Brocade Web site, through the
Brocade Connect site.

Fabric OS

The following are Brocade Fabric OS documents:

» Brocade Fabric OS Administrator's Guide

» Brocade Fabric OS Command Reference Manual

» Brocade Fabric OS System Error Message Reference Manual
» Brocade Fabric OS MIB Reference Manual

» Brocade Fabric OS v5.0.2 Release Notes

Fabric OS Features
The following are Brocade advanced features documents:

» Brocade Web Tools Administrator's Guide
» Brocade Fabric Watch Administrator's Guide
» Brocade Secure Fabric OS Administrator's Guide

Fabric Management Software

The Brocade Fabric Manager Administrator's Guide describes the setup and
implementation of the Fabric Manager SAN software.

Brocade 4Gb SAN Switch Module for IBM BladeCenter
(SilkWorm 4020)

The following are Brocade documents for the 4Gb SAN Switch Module
(SilkWorm 4020):

» SilkWorm 4020 Hardware Reference Manual

» SilkWorm 4020 QuickStart Guide
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Additional resource information

For related information about very specific features or features, refer to the
documents posted through the Brocade portal link on the IBM TotalStorage SAN
Switch Support Web site:

Go to http://www.ibm.com/servers/storage/san/b_type/Tibrary.html and
click the Fabric Operating System (FOS) Version 5.x Product Manuals link at
the bottom of the page. At the redirected site, select Home — Technical
Resource Center —> Documentation Library — Best Practice Guides.
Current relevant titles include:

» 1 Gbit/sec to 2 and/or 4 Gbit/sec SAN Migration Diagram Version 1.3

» Cable Management Guidelines Version 1.0

» Firmware Downloads Best Practice Notes Version 2.0

» IBM BladeCenter Design, Deployment and Management Guide Version 1.0
» LAN Guidelines For Brocade SilkWorm Switches Version 1.4

» SAN Administrator's Bookshelf

» SAN Migration Guide Version 1.1

» SAN Security Best Practices Guide

The guides can also be obtained through the Brocade Connect Web site:
http://www.brocadeconnect.com

There are also white papers for Server and SAN Administrators provided on the
Brocade Web site, which are an excellent resource for additional information:
http://www.brocade.com/san/white_papers.jsp

Relevant titles on the topics of SAN Basics, SAN Design, SAN Management, and
SAN Solutions include:

» Brocade SAN Solutions: A More Effective Approach to Information Storage
and Management

» Connecting SANs Over Metropolitan and Wide Area Networks

» Designing Next-Generation SANs with Brocade 4Gbit/sec Fibre Channel
Solutions

» Benefits of Upgrading to 4 Gbit/sec Brocade SAN Infrastructure

» The Benefits of Upgrading a SAN Infrastructure Using Brocade Technology
» Zoning Implementation Strategies for Brocade SAN Fabrics

» Improving Business Continuity and Data Availability Using Brocade SAN
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For practical discussions about SAN design, implementation, and maintenance,
you can obtain The Principles of SAN Design through:

http://www.brocade.com/products/sanadmin_bookshelf/index.jsp

For additional Brocade documentation, visit the Brocade SAN Info Center and
click the Resource Library location at http://www.brocade.com.

Release notes are bundled with the Fabric OS.

Getting technical help for Brocade 4Gb SAN switch
module

330

Contact IBM Support for hardware, firmware, and software support.

For support calls, have the following information available:

1. General Information

Technical Support contract number, if applicable

Switch model

Switch operating system version

Error numbers and messages received

supportSave command output

Detailed description of the problem and specific questions

Description of any troubleshooting steps already performed and results

2. Switch Serial Number

The switch serial number and corresponding bar code are provided on the
serial number label, on the side of the unit. The serial number is 12 characters
long and looks something similar to this:

SN: ZXXXXX3WA069

The serial number label is located as follows:
SilkWorm 4020 switch: Side of switch module
It can also be obtained:

From a telnet session to the switch by using the chassisshow command. It
is located in the Serial Num: field.

From a Web Tools session, where it is located in the Supplier Serial # field.

From Fabric Manager, click the Switches tab. It is located in a column
titted Supplier Serial Number.
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— From the IBM BladeCenter Management Module, click the Hardware VPD
tab. It is located in a column titled FRU Serial No.

3. License ID Information (required to obtain or replace licenses)

— From a telnet session to the switch, use the Ticenseidshow command to
display the license ID.

— In a Web Tools session, where is located in the LicenselD field.
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Related publications

The publications listed in this section are considered particularly suitable for a
more detailed discussion of the topics covered in this IBM Redbook.

IBM Redbooks

For information about ordering these publications, see “How to get IBM
Redbooks” on page 336. Note that some of the documents referenced here may
be available in softcopy only.

>

>

IBM BladeCenter iSCSI SAN Solution, REDP-4153

IBM eServer BladeCenter and Topspin InfiniBand Switch Technology,
REDP-3949

IBM TotalStorage DS300 and DS400 Best Practices Guide, SG24-7121
IBM TotalStorage: SAN Product, Design, and Optimization Guide, SG24-6384

Other publications

These publications are also relevant as further information sources:

>

MCcDATA 4Gb Fibre Channel Switch Module for IBM eServer BladeCenter
Installation Guide

MCcDATA 4Gb Fibre Channel Switch Module for IBM eServer BladeCenter
Management Guide

QLogic 4Gb Expansion Card for IBM eServer BladeCenter Installation Guide

QLogic 4Gb Fibre Channel Switch Module for IBM eServer BladeCenter
Installation Guide

QLogic Fibre Channel Switch Module for IBM eServer BladeCenter
Management Guide
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Online resources
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These Web sites and URLSs are also relevant as further information sources:

>

Boot from SAN Part Ill: Technology update
QLA4010/QMC4052/QLA234x/IBM FCEC/QMC2462 DS300/400/4x00
Configuration Guide, found at:

http://www.qlogic.com/documents/datasheets/knowledge_data/whitepaper
s/boot_from_SAN_pt3.pdf

Brocade Connect Web site.
http://www.brocadeconnect.com

For additional Brocade documentation, visit the Brocade SAN Info Center and
click the Resource Library location.

http://www.brocade.com

Brocade Fabric Manager 5.0 (software product sold separately). More
information regarding this product can be viewed at:

ftp://ftp.software.ibm.com/common/ssi/rep_sp/n/TSD00742USEN/TSD00742
USEN.PDF

Brocade Web site - White papers for Server and SAN Administrators.
http://www.brocade.com/san/white_papers.jsp

CLARIiON products.

http://www.emc.com/CX3

DS4800 software downloads.

http://www-307.1ibm.com/pc/support/site.wss/document.do?1ndocid=MIGR-
62161

DS4700 Storage Web site.
http://www-03.ibm.com/servers/storage/disk/ds4000/ds4700/index.html
DS4800 Storage Web site.
http://www-03.1ibm.com/servers/storage/disk/ds4000/ds4800/index.html
EMC Approved Software: Symmetrix and CLARIiON.
http://support.qlogic.com/support/oem_product 1ist.asp?oemid=65
EMC CLARIiON Support Services.

http://www.emc.com/global_services/support/clariion_support/index.js
p

EMC Powerlink.

https://powerlink.emc.com/
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http://www.brocadeconnect.com
http://www.brocade.com/san/white_papers.jsp
http://www.brocade.com
http://www.qlogic.com/documents/datasheets/knowledge_data/whitepapers/boot_from_SAN_pt3.pdf
http://support.qlogic.com/support/oem_product_list.asp?oemid=65
http://www.emc.com/CX3
http://www-307.ibm.com/pc/support/site.wss/document.do?lndocid=MIGR-62161
http://www-03.ibm.com/servers/storage/disk/ds4000/ds4800/index.html
http://www-03.ibm.com/servers/storage/disk/ds4000/ds4700/index.html
ftp://ftp.software.ibm.com/common/ssi/rep_sp/n/TSD00742USEN/TSD00742USEN.PDF

EMC Topology Guide: This guide is available via Powerlink. Visit the following
Web link to gain access to this material.

https://powerlink.emc.com/

For more information regarding the Emulex technology, visit the following Web
site:

http://www.emulex.com/
Feature activation keys (Activate a SAN Switch feature).
http://www.ibm.com/storage/key

Fibre Channel Expansion Card Signed device driver for Microsoft Windows
2000 and Windows Server 2003 - BladeCenter HS20, HS40 and LS20.

http://www-307.ibm.com/pc/support/site.wss/document.do? 1ndocid=MIGR-
53295

Fibre Channel switches for BladeCenter.

http://www-03.ibm.com/systems/bladecenter/switch/switch_fibrechannel
_overview.html

Web site to download files and for installation instructions for software and
device drivers for IBM BladeCenter.

http://www-307.1ibm.com/pc/support/site.wss/document.do?1ndocid=MIGR-
63017

IBM BladeCenter.

http://www-03.ibm.com/systems/bladecenter/

IBM BladeCenter Alliance Program.
http://www-03.ibm.com/servers/eserver/bladecenter/alliance/
IBM BladeCenter Chassis.

http://www-306.1ibm.com/common/ssi/rep_ca/7/897/ENUS106-117/ENUS106-1
17.PDF

IBM BladeCenter H Chassis.

http://www-306.1bm.com/common/ssi/rep_ca/1/897/ENUS106-161/ENUS106-1
61.PDF

IBM ServerProven Program Web site.
http://www-03.1ibm.com/servers/eserver/serverproven/compat/us/

IBM Storage for IBM BladeCenter.
http://www-03.ibm.com/servers/eserver/bladecenter/storage/

IBM System Storage SAN10Q Web site.
http://www-03.ibm.com/servers/storage/san/q_type/sanl0q/
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» IBM TotalStorage SAN Switch Support Web site.
http://www.ibm.com/servers/storage/san/b_type/Tibrary.html

» The Principles of SAN Design, found at:
http://www.brocade.com/products/sanadmin_bookshelf/index.jsp

» QLogic Switch Interoperability Guide v6.0, found at:
http://qlogic.com/interopguide/info.asp

How to get IBM Redbooks

You can search for, view, or download Redbooks, Redpapers, Hints and Tips,
draft publications and Additional materials, as well as order hardcopy Redbooks
or CD-ROMs, at this Web site:

ibm.com/redbooks

Help from IBM

IBM Support and downloads

ibm.com/support

IBM Global Services

ibm.com/services
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