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Abstract

Many sub clustering modes are available with the 3rd Generation Intel Xeon Scalable 
Processors. Understanding the operation of each sub clustering mode and its performance 
implication is important to maximizing the overall system performance.

This paper defines the under the hood operations of each sub clustering mode. It also 
provides performance comparison between these sub clustering modes on some of the most 
popular industry standard performance benchmarks. Sub clustering mode setting 
recommendation and instruction are also provided.

This paper is for customers and for business partners and sellers wishing to understand how 
to maximize the performance of Lenovo® ThinkSystem servers with 3rd Generation Intel 
Xeon Scalable Processors with sub clustering modes.

At Lenovo Press, we bring together experts to produce technical publications around topics of 
importance to you, providing information and best practices for using Lenovo products and 
solutions to solve IT challenges. 

See a list of our most recent publications at the Lenovo Press web site:

http://lenovopress.com 
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Introduction 

Intel introduced several memory subsystem enhancements with the 3rd Generation Xeon 
Scalable Processors, code named Ice Lake. Each Ice Lake processor has four integrated 
memory controllers (iMCs), and each iMC controls two double data rate (DDR) memory 
channels. Each DDR channel supports up to two DIMM slots and memory bus speeds 
operating at up to 3200 MHz.

Figure 1 shows that the processor package contains multiple Ice Lake processor cores 
(shown as “ICX cores” in the figure). Each core has a piece of the Last Level Cache (shown 
as “LLC slice”). Each processor socket has four iMCs, each of which supports two DDR 
memory channels.

Figure 1   3rd Generation Intel Xeon Scalable Processor

Two sub-clustering modes are available with Ice Lake: 

� Sub NUMA Cluster (SNC) mode
� Hemisphere (HEMI) mode, also known as UMA-Based Clustering (UBC) mode

In this paper, we will discuss these two modes, their memory configuration requirements, and 
their performance implications.

Sub NUMA Cluster (SNC) mode

When SNC is enabled, the 3rd Gen Intel Xeon Scalable Processor socket is divided into two 
disjoint clusters, each having its own set of cores and LLCs, and memory controllers, as 
shown in Figure 2 on page 4. 

This division results in two NUMA domains within a physical processor socket. Within each 
NUMA domain, cores, LLCs, and memory controllers are grouped based on their proximity to 
each other. Due to the improved proximity between the cores and the memory controllers 
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Tip: Intel refers to Hemisphere mode as HEMI mode in architectural references, and as 
UMA-Based Clustering (UBC) mode in UEFI references.
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within a NUMA domain when SNC is enabled, memory latency and bandwidth performance 
are improved for local memory accesses.

Figure 2 shows an Ice Lake processor with SNC enabled. The dotted line denotes the 
division of the processor socket into two NUMA domain, each with its own set of cores, LLC 
slices, memory controllers, and DDR channels. This division is between the left and right 
sides of the processor socket.

Figure 2   SNC sub clustering mode with 3rd Generation Intel Xeon Scalable Processor

SNC works well with highly NUMA optimized applications where software threads running on 
cores tend to access memory addresses in their local NUMA domain most of the time. There 
is also minimal or no sharing between caches in different NUMA domains.

SNC mode is only available under a very strict memory population condition. SNC can only 
be set when memory population in the processor socket is fully symmetric, i.e. the memory 
population is symmetric between top half and bottom half of the processor and between left 
half and right half of the processor. In other words, the memory populations of all memory 
controllers are identical to each other. 

Figure 3 shows an example of a fully symmetric memory population.

Figure 3   Example of a fully symmetric memory configuration
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Hemisphere (HEMI) mode

When Hemisphere mode is enabled, there is an affinity between memory addresses and Last 
Level Cache (LLC) slices. Each memory address is mapped to one LLC slice and one of the 
two memory controllers on the same side of the core-cache die as the LLC slice. This means 
the data location of each memory address in the LLC when it is cached is predetermined. 
This affinity minimizes the distance between the memory location of a memory address and 
the LLC slice where it is cached.

Figure 4 shows an Ice Lake processor socket with its memory address space. Each memory 
address is assigned to an LLC slice with the associated iMC on the same side of the 
processor and is close to it. The result is a short distance between the LLC slice and iMC for 
each address line. 

Figure 4   HEMI sub clustering mode with 3rd Generation Intel Xeon Scalable Processor

Hemisphere mode can only be enabled when the memory population is fully symmetric, or 
when there are only two DIMMs populated, the DIMMs must have left/right symmetry. 
Hemisphere mode is enabled by default if the memory configuration meets the above 
requirements and if SNC is disabled.

Hemisphere mode is also referred to as UMA-Based Clustering (UBC) in UEFI setting. As the 
name implies, UBC, or Hemisphere mode, is the suggested clustering mode when the 
processor is configured as Uniform Memory Access (UMA) node, i.e. SNC is disabled.

Figure 5 summarizes the SNC and HEMI support for each of the supported memory 
configurations with 3rd Generation Intel Xeon Scalable Processor.

Figure 5   SNC and HEMI clustering mode support with 3rd Generation Intel Xeon Scalable Processor (The color of the 
DIMMs indicates the same capacity)
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Performance implications

An experiment was done to compare performance between the following sub clustering 
modes:

1. SNC disabled + HEMI disabled

2. SNC disabled + HEMI enabled

3. SNC enabled + HEMI disabled

Note that SNC and HEMI are different sub clustering modes, and they are mutually exclusive. 
This means only either SNC or HEMI can be enabled at a time, provided that the memory 
population meets the requirements as described earlier. 

In this experiment, each DDR channel was populated with one 32GB 2Rx8 RDIMM. This 
memory configuration meets the fully symmetry requirement, and the general memory 
subsystem performance was optimized. We compared performance between these sub 
clustering modes using well-known performance benchmarks: 

� Linpack
� STREAM
� SPECrate2017_int_base (SIR17) 
� SPECrate2017_fp_base (SFR17)

Table 1 and Figure 6 summarize the results.

Table 1   Performance comparison between sub clustering modes 

Figure 6   Sub Clustering Mode performance comparison

SNC disabled + 
HEMI disabled

SNC disabled + 
HEMI enabled

SNC enabled + 
HEMI disabled

Linpack 100% 100.3% 99.9%

STREAM 100% 102.9% 105.3%

SPECrate2017_int_base 100% 100.2% 100.4%

SPECrate2017_fp_base 100% 100.7% 101.3%
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These performance benchmarks are NUMA optimized and the results show performance 
improvement when a sub clustering mode is enabled. With these benchmarks, performance 
results are best with SNC enabled, followed by HEMI enabled, and lowest with no sub 
clustering. The one exception is Linpack where the result with SNC is on par with no sub 
clustering. 

In general, NUMA applications should benefit from sub clustering modes. Between the two 
sub clustering modes, SNC tends to result in better performance improvement. However, due 
to the differences in the way the two sub clustering modes operate, users should evaluate 
both modes with their NUMA optimized applications to determine the optimal mode for their 
applications.

Setting up SNC and HEMI on Lenovo UEFI

The following sections provide instructions on how to set SNC and HEMI modes using either 
UEFI setup user interface or OneCLI command-line tool from within the OS. 

How-to: Configuring SNC (Sub-NUMA Clustering) setting

There are two methods to configure SNC, using the UEFI menus accessible via F1 System 
Setup and using OneCLI locally after the server has booted.

Method 1: Change SNC setting under the UEFI setup UI (F1)
1. Press F1 when prompted during boot to enter the System Setup. 

Note: HEMI is also referred to as UMA-Based Clustering in UEFI context. Intel refers to 
this setting as HEMI in their architecture references, and UMA-Based Clustering in UEFI 
setting references.
  7



2. Navigate to System Settings → Processors as shown in Figure 7.

Figure 7   Processor settings

3. Locate the SNC setting whereto enable or disable SNC as shown in Figure 8. The default 
is disabled. 

Figure 8   Enabling SNC
8 Sub Clustering Modes with 3rd Generation Intel Xeon Scalable Processors



4. Return to the root menu and select Save Settings to save the changes.

5. Reboot the server to put the change into effect.

Method 2: Change SNC setting via OneCLI tool under the OS 
In these steps, we are using RHEL8 as the example.

1. Boot to the OS and have an OneCLI tool package ready (make sure the OneCLI version 
supports the platform you’re running on), and decompress the package to a newly created 
folder, as shown in Figure 9

Figure 9   Unpack the OneCLI package

2. Navigate to the folder directory, locate the onecli binary you’ll be using, Figure 10

Figure 10   Directory listing

3. Run the binary with the following command to say enable SNC setting:

# ./onecli config set Processors.SNC Enabled

The output is shown in Figure 11.

Figure 11   OneCLI command

4. If something goes wrong, make sure the OneCLI variable for SNC setting matches the 
command, in this case Processors.SNC, and make sure to use the correct setting value. 
You may check the setting values using the following command:

# ./onecli config showvalues Processors.SNC
  9



The output is shown in Figure 12.

Figure 12   showvalues command

5. Reboot the system to put the change into effect.

How-to: Configuring UBC (UMA-Based Clustering) setting

There are two methods to configure UMA-Based Clustering (HEMI mode) using the UEFI 
menus accessible via F1 System Setup and using OneCLI locally after the server has booted.

Method 1: Change UBC setting under the UEFI setup UI (F1)
1. Press F1 during system boot to enter System Setup.

2. Navigate to System Settings → Processors as shown in Figure 13.

Figure 13   Processor settings
10 Sub Clustering Modes with 3rd Generation Intel Xeon Scalable Processors



3. Locate the UMA-Based Clustering setting and press Enter to set it to Hemisphere or 
Disabled (default Hemisphere), as shown in Figure 14.

Figure 14   UMA-Based Clustering setting

4. Return to the root menu and select Save Settings to save the changes.

5. Reboot the server to put the change into effect.

Method 2: Change UBC setting via OneCLI tool under the OS 
In these steps, we are using RHEL8 as the example.

1. Boot to the OS and have an OneCLI tool package ready (make sure the OneCLI version 
supports the platform you’re running on), and decompress the package to a newly created 
folder, as shown in Figure 9

Figure 15   Unpack the OneCLI package

Note: When SNC is enabled, UBC is greyed-out and fixed as Disabled.
  11



2. Navigate to the folder directory, locate the onecli binary you’ll be using, Figure 10

Figure 16   Directory listing

3. Run the binary with the following command to change UBC setting to “Hemisphere”:

# ./onecli config set Processors.UMA-BasedClustering Hemisphere

The output is shown in Figure 17.

Figure 17   OneCLI command

4. If something goes wrong and an error is returned, make sure the OneCLI variable for the 
SNC setting matches the command, in this case Processors.UMA-BasedClustering, and 
make sure to use the correct setting value. You may check the setting values using the 
following command:

# ./onecli config showvalues Processors.UMA-BasedClustering

The output is shown in Figure 18.

Figure 18   showvalues command

Just like UBC setting is greyed-out and fixed as “Disabled” when SNC is enabled in the 
System Setup interface, you will not be allowed to change UBC setting via OneCLI tool 
when SNC is enabled, as shown in Figure 19.

Figure 19   Setting is read only
12 Sub Clustering Modes with 3rd Generation Intel Xeon Scalable Processors



5. Reboot the system to put the change into effect.
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