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Abstract

Intel Optane DC Persistent Memory is the latest memory technology for Lenovo ThinkSystem 
servers. This technology deviates from contemporary flash storage offerings and utilizes the 
innovative 3D XPoint solid-state technology to deliver a new level of versatile performance in 
a compact memory module form factor.

This paper focuses on the low-level hardware performance capabilities of Intel Optane DC 
Persistent Memory configured in Memory Mode operation. There are unique implementations 
associated with this pioneering technology. The objective of this paper is to clarify 
performance outcomes when this technology is used for server system memory in 
conjunction with system memory (DRAM) DIMMs. 

At Lenovo Press, we bring together experts to produce technical publications around topics of 
importance to you, providing information and best practices for using Lenovo products and 
solutions to solve IT challenges. 

See a list of our most recent publications at the Lenovo Press web site:

http://lenovopress.com 
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Introduction 

There is a large performance gap between DRAM memory technology and the highest 
performing block storage devices currently available in the form of solid-state drives. 
Capitalizing on this opportunity, Lenovo® partnered with Intel, a key technology vendor, to 
provide the end customer with a novel memory module solution called Intel Optane DC 
Persistent Memory. 

Intel Optane DC Persistent Memory provides a unique level of performance and versatility 
because it is backed by Intel 3D XPoint solid-state memory technology instead of traditional 
NAND based flash. This technology has various implementations, however, this paper will 
focus solely on the performance of Intel Optane DC Persistent Memory when run in Memory 
Mode operation. 

Intel Optane DC Persistent Memory

Intel Optane DC Persistent Memory and it’s implementation, the DC Persistent Memory 
module (DCPMM) is a byte addressable cache coherent memory module device that exists 
on the DDR4 memory bus and permits Load/Store accesses without page caching. 

DCPMM is positioned as a new memory tier between DDR4 DRAM memory modules and 
traditional block storage devices. This lets DCPMM devices offer memory bus levels of 
performance, and allows application vendors to remove the need for paging, context 
switching, interrupts and kernel code running. 

DCPMMs can operate in three different configurations, Memory Mode, App Direct Mode, and 
Storage over App Direct Mode. This paper focuses on DCPMM Memory Mode and will 
analyze the performance of a system with DCPMMs running in this mode. 

Figure 1 on page 3 shows the visual differences between a DCPMM and a DDR4 RDIMM. 
DCPMM devices physically resemble DRAM modules because both are designed to operate 
on the DDR4 memory bus. The uniquely identifying characteristic of a DCPMMs is the heat 
spreader that covers the additional chipset. 

Figure 1   DCPMM (top) and a DDR4 RDIMM (bottom)
© Copyright Lenovo 2019. All rights reserved. 3



DCPMM modules can operate up to a maximum DDR4 bus speed of 2666MHz and are 
offered in capacities of 128GB, 256GB, and 512GB. The 128GB DCPMM devices can 
operate up to a maximum power rating of 15W whereas the 256GB and 512GB DCPMM 
devices can operate up to a maximum power rating of 18W. 

Due to the calculation method and needed overhead for DCPMM device operation the actual 
usable capacity is slightly less than the advertised device capacity. Table 1 lists the expected 
DCPMM capacity differences as seen by the operating system.

Table 1   DCPMM advertised capacity relative to usable capacity in operating systems

DCPMM and RDIMM configuration rules

The basic rules for installing DCPMM into a system are as follows: 

� A maximum of 1x DCPMM device is allowed per memory channel

� DCPMM devices of varying capacity cannot be mixed within a system 

� The recommended range of capacity ratio for DRAM to DCPMM in Memory Mode is 
between 1:4 and 1:16 

� DCPMM devices should be installed in the memory slot closest to the CPU unless it is the 
only DIMM in the memory channel

For a more detailed description of Lenovo supported DCPMM system configurations please 
refer to the Lenovo Press paper, Enabling Intel Optane DC Persistent Memory on Lenovo 
ThinkSystem Servers, available from:

https://lenovopress.com/lp1167-enabling-intel-optane-dc-persistent-memory 

Figure 2 on page 5 shows a close-up of the SR950 system board, showing one 
second-generation Intel Xeon Scalable Processor with six DCPMMs and six DIMMs installed 
into the memory slots connected to the processor. The processor has two memory 
controllers, each providing three memory channels and each memory channel containing two 
DIMM slots. 

As shown, the twelve modules installed are comprised of six RDIMMs and six DCPMM 
devices, with each DCPMM located in the memory slot physically (and electrically) closer to 
the processor for each memory channel.

Advertised DCPMM Capacity Available DCPMM Capacity

128 GB 125 GB

256 GB 250 GB

512 GB 501 GB
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Figure 2   Intel Xeon Scalable Processor with 6 DCPMMs and 6 RDIMMs (SR950) installed

The configuration shown in Figure 2 represents a processor fully populated with DCPMMs 
and system memory (DRAM) and is denoted as a 2-2-2 setup. In contrast, the minimum 
supported configuration occurs when 2 devices are installed, 1 DRAM module and 1 DCPMM 
device; this is denoted as 1-1-0. 

For Memory Mode, the ratio of DRAM capacity to DCPMM capacity plays a crucial role in 
expected performance outcomes. Table 2 list the ratios of DRAM capacity to DCPMM 
capacity for the configurations 2-2-2, 2-2-1, 2-1-1, and 1-1-1. 

The capacity ratios shown in the highlighted cells are Lenovo-supported DCPMM memory 
mode configurations where the ratio is between 1:4 and 1:16.

Table 2   DRAM to DCPMM capacity ratios for each CPU socket. Ratios in bold are supported.

Population DCPMM count DRAM count DRAM capacity DCPMM capacity

128 GB 256 GB 512 GB

2-2-2 6 6

8 GB 1:16 1:32 1:64

16 GB 1:8 1:16 1:32

32 GB 1:4 1:8 1:16

64 GB 1:2 1:4 1:8
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Figure 3 displays the physical locations of the configurations listed in the table. In the figure, 
R represents a DRAM module (i.e RDIMMs) and D represents a DCPMM. 

Figure 3   Scalable Processor DIMM slot locations for each memory controller (MC) and memory 
channel (CH). D denotes DCPMMs and R denotes DRAMs (i.e RDIMMs).

2-2-1 4 6

8 GB 1:10.6 1:21.2 1:42.4

16 GB 1:5.3 1:10.6 1:21.2

32 GB 1:2.6 1:5.3 1:10.6

64 GB 1:1.3 1:2.6 1:5.3

2-1-1 2 6

8 GB 1:5.3 1:10.6 1:21.2

16 GB 1:2.6 1:5.3 1:10.6

32 GB 1:1.3 1:2.6 1:5.3

64 GB 1:0.6 1:1.3 1:2.6

1-1-1 2 4

8 GB 1:8 1:16 1:32

16 GB 1:4 1:8 1:16

32 GB 1:2 1:4 1:8

64 GB 1:1 1:2 1:4

Population DCPMM count DRAM count DRAM capacity DCPMM capacity

128 GB 256 GB 512 GB
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Memory Mode operation

DCPMM devices configured in Memory Mode operation are viewed as the operating system’s 
DRAM memory. In this configuration, DRAM DIMMs are logically viewed as L4 cache and not 
as system memory. Therefore the total system memory as seen by the operating system is 
based on the total capacity of installed the DCPMM devices, and not the sum of the DIMMs 
and DCPMMs together. 

For example, if a system has 96GB of RDIMM capacity and 768GB of DCPMM capacity, the 
operating system will utilize the 768GB capacity as the main memory footprint. The 96GB 
RDIMM capacity will be treated as L4 cache. The RDIMM capacity is transparent to the 
operating system. 

Memory Mode does not require the applications to be configured to use DCPMMs in Memory 
Mode. Once the mode is set in UEFI, the server automatically presents the DCPMMs 
memory to the operating system as system memory. 

Memory Mode performance analysis 

This section describes the results of our analysis of performance of Memory Mode.

� “Hardware configuration evaluation environment”
� “Memory bandwidth performance” on page 8
� “Memory latency performance” on page 11
� “Comparing the performance of the three DCPMM capacities” on page 13

Hardware configuration evaluation environment

Intel Memory Latency Checker (MLC) was used to quantify this innovative technology 
because it is a well-established industry performance evaluation tool. MLC is fully compatible 
with DCPMM Memory Mode operation and has the ability to stress and measure performance 
and latency at the memory bus level. 

In our analysis, MLC performance data is used to quantify throughput and latency 
performance expectations for a DRAM+DCPMM configuration as well as all-DRAM configs. 

Specifically this evaluation data is based on a single-socket system configured with either 
RDIMMs+DCPMM devices or all-DRAM memory modules. Table 3 provides configuration 
details for each performance evaluation. DCPMM device support rules require mirrored 
hardware configurations across sockets therefore the following charts are representative of 
individual socket level performance throughout a multi-socket sever.

Table 3   System configurations for single-socket DCPMM Memory Mode performance evaluations

Config All DRAM 2-2-2 2-2-1 2-1-1 1-1-1

Processor Intel Xeon 
Platinum 8276L

Intel Xeon 
Platinum 8276L

Intel Xeon 
Platinum 8276L

Intel Xeon 
Platinum 8276L

Intel Xeon 
Platinum 8276L

OS RHEL 7.6 RHEL 7.6 RHEL 7.6 RHEL 7.6 RHEL 7.6

DRAM 6x 32GB RDIMM 
2666 MHz

6x 16GB RDIMM, 
2666 MHz

6x 16GB RDIMM, 
2666 MHz

6x 16GB RDIMM, 
2666 MHz

4x 16GB RDIMM 
2666 MHz

DCPMM None 6x 128GB DCPMM 
2666 MHz

4x 128GB DCPMM 
2666 MHz

2x 128GB DCPMM 
2666 MHz

2x 128GB DCPMM 
2666 MHz
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Memory bandwidth performance 

In the following charts DCPMM & RDIMM configurations and all RDIMM populations are 
quantified in reference to an application’s system memory footprint. Occupied Memory Size 
represents the amount of system memory footprint exercised by the given MLC traffic pattern. 
This methodology quantifies the expected performance of an application based on its specific 
system memory footprint. 

Available system memory footprint is directly related to device count and capacity therefore 
the exercised occupied memory size was modified based on total system memory capacity. 

For single socket all reads bandwidth performance analysis, the evaluated application 
memory footprints are as follows: 

� 190GB for all-RDIMMs
� 700GB for 2-2-2
� 400GB for 2-2-1
� 200GB for 2-1-1 and 1-1-1 

Figure 4 displays the sequential all-read socket bandwidth performance differences when 
using DCPMM+RDIMMs compared to all-RDIMMs. The system with an all-RDIMMs setup 
has the highest socket memory bandwidth and therefore the best overall performance. 
Unfortunately, the application is limited to a system memory capacity of roughly 190 GB per 
socket. In contrast, a 2-2-2 DCPMM+RDIMM installation using 128 GB DCPMM devices 
provides an application with the ability to expand up to more than 700 GB per socket. 

Figure 4   All-DRAM vs. DCPMM bandwidth comparison on sequential all read traffic

When the memory size of the test is within the total capacity of the installed RDIMMs, the 
DCPMM+RDIMM configurations perform very similarly. However, as the memory size of the 
test begins to exceed a system memory footprint of roughly 90 GB, the bandwidth 
performance quickly begins to degrade. 

The resulting DCPMM memory bandwidth performance is directly associated with the number 
of devices within the configuration. The 2-2-2 configuration (red line in Figure 4) performs the 
best while the 2-1-1 configuration (green) performs the lowest. 
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The 2-1-1 configuration (green) under-performs the 1-1-1 configuration (yellow), due to the 2x 
DCPMMs in the system needing to share memory channels with the 4x RDIMMs. Less data 
movement congestion should be expected in 1-1-1 configuration comparing with 2-2-1 
configuration.

Figure 5 displays single-socket random all-read performance, and the results align with the 
single-socket sequential read performance shown in Figure 4. There is a positive delta in the 
2-2-1 configuration (blue), and a small negative delta in the 2-1-1 (green) and 1-1-1 (yellow) 
configuration. But in short, single-socket all-reads DCPMM bandwidth performance is not 
significantly affected by sequential or random all reads traffic. 

Figure 5   Socket memory bandwidth comparison on random all read traffic

Figure 6 displays single socket memory bandwidth on different DCPMM configurations when 
utilizing sequential mixed (2:1 Read/Write) traffic. The system with an all-RDIMMs 
configuration still performs the best. 

Due to the nature of the 2R:1W workload, only approximately 100GB system memory 
footprint can be allocated. However, by utilizing a DCPMM+RDIMM configuration all of the 
other configurations are able to allocate larger application memory footprint capacities.

The application memory footprints evaluated were as follows: 

� 100GB for All RDIMMs (black line in Figure 6)
� 300GB for 2-2-2 (red line)
� 200GB for 2-2-1 (blue line)
� 120GB for 2-1-1 (green) and 1-1-1 (yellow) 
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Figure 6   Socket memory bandwidth comparison on sequential 2R1W read traffic

Again the bandwidth results show the DCPMM 2-2-2 configuration performing being the best 
and the 2-1-1/1-1-1 configurations performing the least. The major difference in this 
evaluation is that the DCPMM 2-1-1 and 1-1-1 configurations eventually see a comparable 
performance level once a 60GB system memory footprint is exceeded. 

Figure 7 displays single socket memory bandwidth on different DCPMM configurations when 
driven by a random 2:1 Read/Write workload. The all RDIMMs system retains roughly around 
90% single socket bandwidth performance compared to the sequential all reads results.

The single socket DCPMM configurations see roughly a 60% single socket bandwidth 
performance drop when compared to the sequential 2:1 Read/Write workload. With the 
DCPMM configuration the large performance gap is directly correlated with the traffic pattern 
containing random writes. 

Figure 7   Socket memory bandwidth comparison on random 2R1W traffic
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Memory latency performance 

For single-socket all-reads latency performance analysis, the evaluated system memory 
footprints were as follows: 

� 190GB for All RDIMMs
� 700GB for 2-2-2
� 400GB for 2-2-1
� 200GB for 2-1-1 and 1-1-1 

The spike seen on all DCPMM configured systems is an artifact of the evaluation tool’s 
caching algorithm.

Figure 8 displays the latency performance associated with the single socket sequential 
bandwidth results shown in Figure 4 on page 8. For most DCPMM configurations best case 
latency performance is up to roughly 90GB of system memory footprint. In this window, 
DCPMM latency performance is very close to the all RDIMMs configuration because the 
RDIMMs are acting as an L4 cache. However, when the application memory footprint exceeds 
the RDIMM system capacity, the latency performance decreases dramatically. 

Figure 8   Socket memory latency comparison on sequential all read traffic

Systems with more DCPMMs across memory channels provide a greater level of interleaving 
and thus produce better read/write parallelism. The overall result is the number of DCPMMs 
installed in a system dictate the maximum latency performance. As seen in bandwidth results, 
the DCPMM 2-2-2 configuration displays the best case latency performance and the 1-1-1 
configuration shows the lowest performance.

Figure 9 on page 12 displays the latency performance associated with the single-socket 
random bandwidth results shown in Figure 5 on page 9.

The single-socket random read traffic is the most favorable workload for every DCPMM 
configuration evaluated. The DCPMM 2-2-2 and 2-2-1 configurations performance aligns 
closely with the all RDIMM system. The DCPMM 2-1-1 and 1-1-1 configurations have the 
lowest performance and displays a predictable performance degradation after the 90GB 
system memory footprint. The lower DCPMM device count across memory channels reduces 
interleaving and thus negatively effects latency performance. 
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Figure 9   Socket memory latency comparison on random all read traffic

For single-socket 2 Reads / 1 Writes latency performance analysis, the evaluated application 
memory footprints are as follows: 

� 100GB for the All RDIMMs configuration
� 300GB for 2-2-2
� 200GB for 2-2-1
� 120GB for 2-1-1 and 1-1-1 configurations

Figure 10 displays the latency performance associated with the single-socket sequential 2:1 
Read/Write traffic bandwidth results shown in Figure 6 on page 10. This workload highlights 
the performance benefit of having multiple DCPMM devices spread across the highest 
number of memory channels. 

The high DCPMM count 2-2-2 and 2-1-1 configurations display a relatively tight range of 
latency performance for their application memory footprints. The low DCPMM count 2-1-1 
and 1-1-1 configurations produce poor latency performance outside of the RDIMM L4 caching 
window of 42GB and 32GB respectively.

Figure 10   Socket memory latency comparison on sequential 2R1W traffic
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Figure 11 displays the latency performance associated with the single socket random 2:1 
Read/Write traffic bandwidth results shown in Figure 7 on page 10. This traffic pattern is the 
worst-case workload for every DCPMM configuration evaluated.

The RDIMM L4 caching benefit is up to roughly 42GB, after which the DCPMM configuration 
latency performance rapidly degrades. The DCPMM 2-2-2 configuration performs the best at 
roughly 750ns for the larger application capacity sizes but greater than 1000ns of latency is 
expected for the other configurations. 

Figure 11   Socket memory latency comparison on random 2R1W traffic

Comparing the performance of the three DCPMM capacities

This section discusses the observed performance among the various DCPMM capacities. For 
consistency a DCPMM 2-2-2 configuration was implemented based on the 128GB, 256GB, 
and 512GB capacities. For these tests, the occupied memory size is bound to 202 GB for 
each setup. 

Figure 12 on page 14 displays the single socket bandwidth performance differences between 
128GB, 256GB, and 512GB DCPMM 2-2-2 configurations. 

For sequential all-reads traffic (left side of the figure) the various DCPMM capacities have 
comparable performance with each producing roughly 40 GB/s per socket bandwidth. In 
contrast, the random 2 reads / 1 write traffic pattern exposes a performance difference 
between the capacities (right side of the figure). 
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Figure 12   Socket memory bandwidth with different traffic types on different DCPMM modules

This difference is caused by the location of where the bottlenecks exist for each of these 
evaluations. With the sequential all-read workload, the bottleneck located at the memory bus 
bandwidth, rather than within the DCPMMs. Memory controller performance is shared 
between DRAM and DCPMM devices and the sequential all-reads workload saturates the 
memory bus.

In the 2:1 Read/Write workload, the bottleneck is within the DCPMMs because of their 
inherent asymmetric read/write properties. Therefore, adding a random write component to 
the workload traffic introduces the worst case transaction for the device and highlights the 
performance differences between DCPMM capacities.

Figure 13 displays the single socket latency performance differences between 128GB, 
256GB, and 512GB DCPMM 2-2-2 configurations. The results correlate with the bandwidth 
performance observed in Figure 12. The identical conclusions that govern the bandwidth 
performance are carried over to the latency performance outcomes. 

Figure 13   Socket memory latency with different traffic types on different DCPMM modules
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Conclusion

Intel Optane DC Persistent Memory fills the gap between RDIMM technology and the highest 
performing block storage devices. Its larger size can be a very good complement to existing 
RDIMMs. It also provided the same order of magnitude in terms of system bandwidth and 
latency. By utilizing DCPMMs, systems can be used in a wider range with larger memory 
capacity. 

However, not every workload is suitable to run on DCPMMs. The characteristics of workloads 
need to be verified since DCPMM provides lower system bandwidth and higher system 
latency compared to DRAM. Performance evaluation is a must in order to ensure the best 
performance when utilizing DCPMMs.
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